
APPENDIX A 

Matrix Theory 

A.1. DEFINITION OF A MATRIX AND OPERATIONS 
ON MATRICES 

In this appendix we summarize some of the well-known definitions and 
theorems of matrix algebra. A number of results that are not always con
tained in books on matrix algebra are proved here. 

An m X n matrix A is a rectangular array of real numbers 

( 1) A= 

which may be abbreviated (a i ), i = 1,2, ... , m, j = 1,2, ... , n. Capit'l-l bold
face letters will be used to denote matrices whose elements are the corre
sponding lowercase letters with appropriate subscripts. The sum of two 
matrices A and B of the same numbers of rows and columns, respectively, is 
defined by 

(2) 

The product of a matrix by a real number A is defined by 

(3) 
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These operations have the algebraic properties 

(4) A+B=B+A, 

(5) (A + B) + C = A + (B + C). 

(6) A+(-I)A=(O), 

(7) (A + /L)A = AA + /LA, 

(8) A(A +B) = AA + AB, 

(9) A( /LA) = (A/L)A. 

The matrix (0) with all elements 0 is denoted as O. The operation A + (-IB) 
is denoted as A-B. 

If A has the same number of columns as B has rows, that is, A = (a ij ), 
i = 1, ... , t, j = 1, ... , m, B = (bjk ), j = 1, ... , m, k = 1, ... , n, then A and B 
can be multiplied according to the rule 

(10) AB = (aij)(bjk ) = (.f: aijbjk ) , 
J~I 

i=l .... ,I, k=l, .... n; 

that is, AB is a matrix with I rows and n columns, the element in the ith row 
and kth column being L~ 1 aijbjk' The matrix product has the properties 

(11) 

(12) 

(13) 

(AB)C =A( BC), 

A(B + C) =AB +AC, 

(A +B)C =AC +BC. 

The relationships (11)-(13) hold provided one side is meaningful (i.e., the 
numbers of rows and columns are such that the operations can be performed); 
it follows then that the other side is also meaningful. Because of (11) we can 
write 

(14) (AB)C=A(BC) =ABC. 

The product BA may be meaningless even if AB is meaningful, and even 
when both are meaningful they are not necessarily equal. 

The transpas' of the t X m matrix A = (a;) is defined to be the m x I 
matrix A' which has in the jth row and ith column the element that A has in 
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the ith row and jth column. The operation of transposition has the proper
ties 

(15) 

(16) 

(17) 

(AT =A, 

(A +B)' =A' +B', 

(AB)' =B'A', 

again with the restriction (which is understood throughout this book) that at 
least one side is meaningful. 

A vector x with m components can be treated as a matrix with m rows 
and one column. Therefore, the above operations hold for vectors. 

We shall now be concerned with square matrices of the same size, which 
can be added and multiplied at will. The number of rows and columns will be 
taken to be p. A is called symmetric if A = A'. A particular matrix of 
considerable interest is the identity matrix 

(18) 

100 
o 1 0 

1= 0 0 

000 

where 8ij • the Kronecker delta, is defined by 

( 19) 

= 0, 

The identity matrix satisfies 

(20) LA=A/=A. 

i = j, 

i=foj. 

We shall write the identity as Ip when we wish to emphasize that it is of 
order p. Associated with any square matrix A is thc determinant IAI, defined 
by 

p 

(21 ) IAI = L ( -[ )I(II ... jp) n a
ij

, 

;= I r 

where the summation is taken over all permutations UI> ... ' j p) of the set of 
integers 0, ... , p), and I(jl' ... ' jp) is the number of transpositions required 
to change (1, ... , p) into (j l, ... , j p). A transposition consists of interchanging 
two numbers, and it can be s~own that, although one can transform 0, ... , p) 
into (jl, ... ,jp) by transpositions in many different ways, the number of 
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transpositions required is always even or always odd, so that (-Of(j,·" "".jp) is 
consistently defined. Then 

(22) 

Also 

(23) 

IABI = IAI ·IBI. 

IAI =IA'I. 

A submatrix of A is a rectangular array obtained from A by deleting rows 
and columns. A minor is the determinant of a square submatrix of A. The 
minor of an element aij is the" determinant of the submatrix of a square 
matrix A obtained by deleting the ith row and jth column. The cofactor of 
aij , say A ij , if, (_1)i+j times the minor of aij • It follows from (21) that 

p p 

(24) IAI = L a;jA;j = L ajkAjk · 
j=l j=l 

If IAI *" 0, there exists a unique matrix B such that AB = I. Then B is 
called the inverse of A and is denoted by A-I. Let ahk be the element of A-I 
in the hth row and kth column. Then 

(25) 

The operation of taking the inverse satisfies 

(26) 

since 

Also r I = I and A -IA = I. Furthermore, since the transposition of (27) gives 
lA -I )'A' = I, we have (A -1)' = (A,)-l. 

A matrix whose determinant is not zero is called nonsingular. If IAI *" 0, 
then the only solution to 

(28) Az =0 

is the trivial one z = 0 [by multiplication of (28) on the left by A -I]. If 
IAI = 0, there is at least one nontrivial solution (that is, z *" 0). Thus an 
equivalent definition of A being nonsingular is that (28) have only the trivial 
solution. 

A set of vectors Zl"'" Z, is said to be line~rly independent if there exists 
no set of scalars C1,. .. ,C,' not all zero, such that L~=ICiZ;=O. A qXp 
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matrix D is said to be of rank r if the maximum number of linearly 
independent columns is r. Then every minor of order r + 1 must be zero 
(from the remarks in the preceding paragraph applied to the relevant square 
matrix of order r + 1), and at least one minor of order r must be nonzero. 
Conversely, if there is at least one minor of order r that is nonzero, there is 
at least one set of r columns (or rows) which is linearly independent. If all 
minors of order r + 1 are zero, there cannot be any set of r + I columns (or 
rows) that are linearly independent, for such linear independence would 
imply a nonzero minor of order r + 1, but this contradicts the assumption. 
Thus rank r is equivalently defined by the maximum number of linearly 
independent rows, by the maximum number of linearly independent columns, 
or by the maximum order of nonzero minors. 

We now consider the quadratic form 

(29) 
p 

x'Ax= L aijxixj , 

i.j~l 

where x' = (Xl"", Xp) and A = (a ij ) is a symmetric matrix. This matrix A 
and the quadratic form are called positive semidefinite if x'Ax;::: 0 for all x. If 
x' Ax> 0 for all x*' 0, then A and the quadratic form are called positive 
definite. In this book positive definite implies the matrix is symmetric. 

Theorem A.I.I. If C with p rows and columns is positive definite, and if B 
with p rows and q columns, q :s'p, is of rank q, then B'CB is positive definite. 

Proof Given a vector y *' 0, let x = By . . Since B is of rank q, By = x*' O. 
Tben 

(30) y'(B'CB)y = (Hy)'C(By) 

=x'Cx>O. 

The proof is completed by observing that B'CB is symmetric. As a converse, 
we observe that B 'CB is positive definite only if B is of rank q, for otherwise 
there exists y*,O such that By = O. • 

Corollary A.I.I. If C is positive definite and B is nonsingular, then B'CB is 
positive definite. 

Corollary A.I.2. If C is positive definite, then C- I is positive definite. 

Proof C must be nonsingular; for if Cx = 0 for x*, 0, then x'Cx = 0 for 
this x, but that is contrary to the assumption that C is positive definite. Let 
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B in Theorem A.Ll be C- I . Then B'CB=(C-I)'ce l =(C- I ),. Transpos
ing ce l =J, we have (el),c' =(el)'c=J. Thus e l =(e l ),. • 

Corollary A.1.3. The q X q matrix formed by deleting p - q rows of (/ 
positive definite matrix C and the corresponding p - q columns of C is positive 
definite. 

Proof This follows from Theorem A.l.l hy forming B hy taking the p x p 

identity matrix and deleting the columns corresponding to those deleted 
from C. • 

The trace of a square matrix A is defined as tr A = r.f~ I a ii' The following 
properties are v orified directly: 

(:II) 

(32) 

tr( A + B) = tr A + tr B, 

tr AB = tr BA. 

A square matrix A is said to be diagonal if aij = 0, i *- j. Then IAI = 
TIf~laii' for in (24) IAI =aIlA Il , and in turn All is evaluated similarly. 

A square matrix A is said to be triangular if aij = 0 for i > j or alterna
tively for i <j. If aij = 0 for i > j, the matrix is upper triangular, and, if 
aij = 0 for i <j, it is lower triangular. The product of two upper triangular 
matrices A, B is upper triangular, for the i, jth term (i > j) of .4B is 
r.f~laikbkj=O since aik=O for k<i and bkj=O for k>j. Similarly, the 
product of two lower triangular matrices is lower triangular. The determinant 
of a triangular matrix is the product of the diagonal elements. The inverse of 
a nonsingular triangular matrix is triangular in the same way. 

Theorem A.t.2. If A is nonsingular, there exists a nonsingular lower triangu
lar matrix F such that FA = A* is nonsingular upper triangular. 

Proof Let A =A 1• Define recursively Ag = (a\y) = Fg_I A g _ 1 , g = 2, ... , p, 
where Fg_I = <li)g-I) has elements 

(33) fj)g-I) = 1, j= l.. .. ,p, 

a(g-I) 

(34) rg-\) - - ,.~-I i=g .... ,p. i,g-I - (g-I) , ag_l • g _ 1 

(35) fi}g-I) = 0, otherwise. 
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Then 

i=j+1, ... ,p, j=l, ... ,g-l, 

i=l, ... ,g-l, j=l, ... ,p, 

(38) 

Note that F = Fp-I' ... ' FI is lower triangular and the elements of Ag in the 
first g - 1 columns below the diagonal are 0; in particular A* = FA is upper 
triangular. From \A\ '" 0 and IFg_ l \ = 1, we have IA g _ 1 \ '" O. Hencc 
a'N, ... , aig--/)g- 2 are different from 0 and the last p - g columns of Ag_1 can 
be numbered so a~g_-ll)g_1 *- 0; then f/~-:"'\) is well defined. • 

The equation FA = A* can be solved to obtain A = LR, where R = A* is 
upper triangular and L = F- I is lower triangular and has l's on the main 
diagonal (because F is lower triangular and has l's on the main diagonal). 
This is known as the LR decomposition. 

Corollary A.1.4. If A is positive definite, there exists a lower triangular 
Ilollsillgztiar matrix F such that FAF' is diagonal and positive definite. 

Proof From Theorem A. 1.2, there exists a lower triangular nonsingular 
matrix F such that FA is upper triangular aT d nonsingular. Then FAF' is 
upper triangular and symmetric; hence it is diagonal. • 

Corollary A.1.S. The determinant of a positive definite matrix A is positive. 

Proof From the construction of FAF', 

a(\) 
II 0 0 0 

0 a(2) 

" 0 0 

(39) FAF'= 0 0 a(3) 
33 0 

0 0 0 alp) pp 

is positive definite, and hence aW> 0, g = 1, ... , p, and 0 < \FAF'I = IFI· 
\A\·\F\ = \A\. • 
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Corollary A.l.6. If A is positive definite, there exists a lower triangular 
matrix G such that GAG' = I. 

Proof Let FAF' = D2, and let D be the diagonal matrix whose diagonal 
elements are the positive square roots of the diagonal elements of D2. Then 
C = D -1 F serves the purpose. _ 

Corollary A.l.7 (Cholsky Decomposition). If A is positive definite, there 
exists a unique lower triangular matrix T (tjj = 0, i <j) with positive diagonal 
elements such that A = IT'. 

Proof From Corollary A. 1.6, A = G-1(G,)-I, where G is lower triangular. 
Then T= G- 1 is lower triangular. _ 

In effect this theorem was proved in Section 7.2 for A = W'. 

A.2. CHARACTERISTIC ROOTS AND VECTORS 

The characteristic roots of a square matrix B are defined as the roots of the 
characteristic equation 

(1) IB-AII =0. 

Alternative terms are latent roots and eigenvalues. For example, with 

B=(~ ;), 
we have 

(2) ~ 1=25-4-10,\+,\2=,\2- 10,\+21. 
J-'\ 

The degree of the polynomial equation (1) is the order of the matrix Band 

the constant term is IBI. 
A matrix C is said to be orthogonal if c'e = I; it follows that CC' = 1. Let 

the vectors )"' = (Xl"'" Xp) and y' = (YI"'" Yp) represent two points in a 
p-dimensional Euclidean space. The distance squared between them is 
D(x, y) = (x - y)'(x - y). The transformation z = Cx can be thought of as a 
change of coordinate axes in the p-dimensionai space. If C is orthogona!, the 
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transformation is distance-preserving, for 

(3) D(Cx,cy) = (CY-Cx)'(cy-ex) 

= (y -x),C'C(y -x) = (y -.e)'(y -x) =D(x,y). 

Since the angles of a triangle are determined by the lengths of its sides, the 
transformation z = Cx also preserves angles. It consists of a rotation together 
with a possible reflection of one or more axes. We shall denote RX by IIxll. 

Theorem A.2.1. Given any .Iymmetric matri.t B, there exists an orthogonal 
matrix C such that 

d l 0 0 

0 d2 0 
( 4) C'BC=D= 

0 0 dp 

If B is positive semidefinite, then d i ~ 0, i = 1, ... ,p; if B is positive definite, then 
di > 0, i = 1, ... ,p. 

The proof is given in the discussion of principal components in Section 
11.2 for the case of B positive semidefinite and holds for B symmetric. The 
characteristic equation (1) under transformation by C becomes 

(5) 0 = IC'I'IB- AlI·ICI = IC'(B - AI)CI 

= IC'BC - All = ID - All 

o () 

o 
o p 

=D(di-A). 
i~l 

Thus the characteristic roots of B are the diagonal elements of the trans
formed matrix D. 

If Ai is a characteristic root of B, then a vector x; not icentically 0 
satisfying 

(6) (B = AJ)x; = 0 

is called a charactelistic vector (or eigenvector) of the matrix B corresponding 
to the characteristic root A;. Any scalar mUltiple of x; is also a characteristic.; 
vector. When B is symmetric, x;(B - AJ) = O. If the roots are distinct, 
xjBx; = 0 and xjx; = 0, i,,;: j. Let c; = (J /lIx;IDx; be the ith normalized 
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characteristic vector, and let C = (c l , ••• , cpl. Then C'C = I and BC = CD. 
These lead to (4). If a characteristic root has multiplicity m, then a set of m 
corresponding characteristic vectors can be replaced by m linearly indepen
dent linear combinations of them. The vectors can be chosen to satisfy (6) 
and xjXj = 0 and xjBxj = 0, i "* j. 

A characteristic vector lies in the direction of the principal axis (see 
Chapter 11). The characteristic roots of B are proportional to the squares of 
the reciprocals of the lengths of the principal axes of the ellipsoid 

(7) x'llx=l 

since this becomes under the rotation y = Cx 

p 

(8) 1 =y'Dy = L diy? 

For a pair of matrices A (nonsingular) and B we shall also consider 
equations of the form 

(9) IB- AAI =0. 

The roots of such equations ar,~ of interest because of their invariance under 
certain transformations. In fac, for nonsingular C, the roots of 

(10) IC'BC - A(C'AC)I = 0 

are the same as those of (9) since 

(11) IC'BC-AC'ACI =IC'(B-AA)CI =IC'I'IB-AAI'ICI 

and IC'I = ICI "* o. 
By Corollary A.1.6 we have that if A is positive definite there is a matrix 

E such that E' AE = I. Let E' BE = B*. From Theorem A.2.1 we deduce that 
there exists an orthogonal matrix C such that C' B* C = D, where D is 
diagonal. Defining EC as F, we have the follo\\ ing theorem: 

Theorem A.2.2. Given B positive semidefinite and A positive definite, there 
exists a nonsingular matrix F such that 

AI 0 0 

0 A2 0 
(12) F'BF= 

0 0 Ap 

(13) F'AF=/, 

where Al ~ ... ~ Ap (~ 0) are the roots of (9). If B is positive definite, Ai > 0, 
i = 1, . .. ,p. 
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Corresponding to each root Ai there is a vee tor Xi satisfying 

(14) 

and x;Axi = 1. If the roots fire distinct XjBxi = 0 and xjAx, = 0, i *" j. Then 
F = (Xl' .•. ' Xp ). If a root has multiplicity m, t,1en a set of m linearly 
independent x/s can be replaced by m linearly independent combinations of 
them. The vectors can be chosen to satisfy (14) and XjBXi = 0 and xjAxi = 0, 

i *i. 

Theorem A.2.3 (The Singular Value Decomposition). Given an n X p 
matrix X, n ;;:.p, there exists an II X n orthogonal matrix P, a p X P orthogonal 
matrix Q, alld an n X p matrix D collsisting of a p X P diagonal positive 
semidefinite matrix and an (n - p) X P zero matrix such that 

(15) X=PDQ. 

Proof From Theorem A.2.1, there exists a p xp orthogonal matrix Q and 
a diagonal matrix E such that 

(16) 

where E I is diagonal and positive definite. Let XQ' = Y = (Y l Y2 ), where the 
number of columns of YI is the order of E l • Then YZY2 = 0, and hence 
Yz = o. Let PI = Yl Ell. Then P; PI = I. An Il X n orthogonal matrix P = 
(PI P) satisfying the theorem is obtained by adjoining P2 to make 
P orthogonal. Then the upper left-hand corner of D is Elf, and the rest of u 
consists of zeros. • 

Theorem A.2.4. Let A be positive definite and B be positive semidefinite. 
Theil 

(17) 

where Al and Ap are the largest alld smallest roots of (1), and 

(18) 

where Al and Ap are the largest and smallest roots of (9). 

Prooj: The inequalities (17) were essentially proved in Section 11.2, and 
can also be derived from (4). The inequalities (18) follow from Theorem 
A.2.2. • 
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A square matrix A is idempotent if A Z =A. If A satisfies IA - All = 0, 
there exists a vector x;60 such tilat Ax=Ax=Azx. However, A 2x=A(Ax) 
=AAx = AZx. Thus A2 = A, and A is either 0 or 1. The multiplicity of A = 1 is 
the rank of A. If A is p X p, then lp - A is idempotent of rank p - (rank A), 
and A and lp - A are orthogonal. If A is symmetric, there is an orthogonal 
matrix 0 such that 

(19) OAO' = [~ :], O(I-A)O'=[~ ~]. 

A.3. PARTITIONED VECTORS AND MATRICES 

Consider th( matrix A defined by (1) of Section A.I. Let 

(1 ) 

All = (au)' 

A 12 =(a jJ, 
AZ! = (ajJ, 

A22=(a jj ), 

Then we can write 

(2) 

i=l, ... ,p, i=l, ... ,q, 

i=l, ... ,p, j=q+1, ... ,n, 

i=p+1, ... ,m, j=l, ... ,q, 

i=p+1, ... ,m, j=q+1, ... ,n. 

We say that A has been partitioned into sub matrices A jj . Let B (m X n) be 
partitioned similarly into sub matrices B jj , i, j = 1,2. Then 

(3) 

Now partition C (n X r) as 

(4) 

where CII and C l2 have q rows and Cu and C2l have s columns. Then 

(5) 

= (AllCIl +A1Z C2l 
AZlCll +A ZZ C21 

~:: ) 
AU el2 +A 12 CZ2 ) 
A 2l C lZ +A 2Z C2Z . 
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To verify this, consider an element in the first p rows and first s columns of 
AC. The i, jth element is 

(6) i 5.p, j 5.s. 

This sum can be written 

q n 

(7) L ajkckj + L aikckj · 
k~l k~q+l 

The first sum is the i,jth element of AllC 11 , the second sum is the i,jth 
element of A 12 C21 , and therefore the entire sum (6) is the i,/th element of 
AIlCII +A 12 C21 • In a similar fashion we can verify that the other submatrices 
of AC can be written as in (5). 

We note in passing that if A is partitioned as in (2), then the transpose of 
A can be written 

(8) (
A' 

A'= 11 
A'12 

A'21) 
A' . 22 

If A12 ,;" 0 and A2l = 0, then for A positive definite and All square, 

(9) 

The matrix on the right exists because All and A22 are nonsingular. That the 
right-hand matrix is the inverse of A is verified by mUltiplication: 

(10) 
(

All 0 ) (Au
l 

0 -1 ) = (I 0), 
o A22 0 A22 0 I 

which is a partitioned form of II'. 
We also note that 

The evaluation of the first determinant in the middle is made by expanding 
according to minors of the last row; the only nonzero element in the sum is 
the last, which is 1 times a determinant of the same form with I of order one 
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less. The procedure is repeated until IA III is the minor. Similarly, 

(12) 1:11 ~~:I=I~ :2JI~1l :121 
= IA II I·IA22 1· 

A useful fact is that if Al of q rows and p columns is of rank q, there 
exists a matrix A2 of p - q rows and p columns such that 

(13) 

is nonsingular. This statement is verified by numbering the columns of A so 
that A 11 consisting of the first q columns of A I is nonsingular (at least one 
q X q minor of AI is different from zero) and then taking A2 as (0 1): then 

(14) AI2[=IA I I II , 

which is not equal to zero. 

Theorem A.J.t. Let the square matrix A be partitioned as in (2) so that A22 
is square. If An is nonsingular, let 

(15) 

Then 

(16) 

(17) (
All -AI,A:;-,IA'I 

BAC = - -- -
o 

If A is symmetric, C = B'. 

Theorem A.3.2. Let the square matrix A be partitioned as in (2) so that A 22 

is square. If A22 is nonsingular, 

(18) 
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Proof Equation (18) follows from (16) because I BI = 1. • 

Corollary A.3.1. For C nonsingular 

(19) I~', '~I=IC-yy'l =I~ ~1=ICI(I-Y'C-Iy). 

Theorem A.3.3. Let the nonsingular matrix A be partitioned as in (2) so that 

A" is square. If A12 is nonsingular, let A 11 .2 =A11 -A!2A2iIA21' Then 

(20) 

Proof From Theorem A3.1, 

(~l) o )C- I . 
A22 

Hence 

(22) A-I=C(A~1 A:J -I B 

= ( -A~IA21 ~)( A~12 A~21 )( ~ -A~A22 ), 

Multiplication gives the desired result. • 

Corollary A.3.2. If x' = (X(I), X(2)'), then 

(23) 

Proof From the theorem 

(24) 

x' A -IX = x(l)' A1/ 2 x(l) - x(l)'AII12AI2A221 x(::) 

(2)'A- IA A-I (I) + (2)'(A-:4 A-I A A- i +A- 1 ) (2) -x 22 21 11·2 X X 22' 21 11·2 12 22 22 X , 

which is equal to the right-hand side of (23). • 
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Theorem A.3.4. Let the nonsingular matrix A be partitioned as in (2) so that 

A22 is square. If A22 is nonsingular, 

(25) (A22 - A2I Aj"/A 12r l 
= A 2"21A21( All - A12A2"2IA21 r l 

A12A2"l + A;;I. 

Proof The lower right-hand corner of A -I is the right-hand side of (25) 
by Theorem A.3.3 and is also the left-hand side of (25) by interchange of 1 
and 2. • 

Theorem A.3.S. Let U be p X m. The conditions for Ip - UU', 1m - U'U, 
and 

(26) 

to be positive definite are the same. 

Proof We have 

(27) (v' w') (~, ~)(:) = v'v + v'Uw + w'U'v + w'w 

= v'(Im - UU')v + (U'v + w)'( U'v + w). 

The second term on the right-hand side is nonnegative; the first term is 
positive for all v"* 0 if and only if 1m - U'U is positive definite. Reversing 
the roles of v and w shows that (26) is positive definite if and only if 
Ip - UU' is positive definite. • 

, A.4. SOME MISCELLANEOUS RESULTS 

Theorem A.4.1. Let C be p Xp, positive semidefinite, and of rank r (~p). 
Theil there is a nonsingular matrix A such that 

(1 ) ACA' = (~ :). 

Proof Since C is of rank r, there is a (p - r) X p matrix A2 such that 

(2) 

Choose B (r X p) such that 

(3) 
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is nonsingular. Then 

(4) A' -) (
BCB' 

2 - 0 ~) . 
This matrix is of rank r, and therefore BCB' is nonsingular. By Corollary 
A.1.6 there is a nonsingular matrix D such that D(BCB')D' = Ir • Then 

(5) 

is a nonsingular matrix such that (1) holas. • 

Lemma A.4.1. If E is P X p, symmetric, and lIonsingular, there is a nonsin
gular matrix F such that 

(6) FEF'=(OI 0) 
-I ' 

where tlie order of I is the number of positive characteristic roots of E and the 
order of -I is the number of negative characteristic roots of E. 

Proof From Theorem A.2.1 we know there is an orthogonal matrix G 
such that 

(7) GEG'= 

o 
o 

where hI ~ ... ~ hq > 0 > hq+1 ~ ... ~ hp are the characteristic roots of E. 
Let 

1/..jh; 0 0 0 

0 1/ VJI; 0 0 
(8) K= 

1/~ 0 0 0 

0 0 0 1/Fh: 
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Then 

(9) KGEG'K' = (KG)E(KG)' = (~ _~). -
COl'ollary A.4.1. Let C be p X p, sym11lerric, alld of rank r (:5, p). Theil 

there is a nonsingular matrir A such thaI 

(10) ACA' = (~ o 
-I 
o 

where the order of 1 is the number of positive characteristic roots of C and the 
order of -lis the number of negative characteristic roots, the slim of the orders 
being r. 

Proof The proof is the same as that of Theorem A.4.1 except that Lemma 
A.4.1 is used instead of Corollary A.I.6. _ 

Lemma A.4.2... Let A he 11 X 111 (11 > m) such that 

( 11 ) A 'A = I,,, . 

There exists an n X (n - m) matru B such that (A B) is orthogonal. 

Proof Since A is of rank m, there exists an 11 X (11 - m) matrix C such 
that (A C) is nonsingular. Take D as C-AA'C; then D'A=O. Let E 
[en - m) X (n - m)] be sllch that E' D' DE = I. Then B can be taken as DE. 

-
Lemma A.4.3. Let x be a vector of 11 components. Then there exists an 

orthogonal matrix 0 such that 

(12) 

where c = {i';. 

Proof Let the first row of 0 be (J Ic)x'. The other rows may be chosen in 
any way to make the matrix orthogonal. _ 

Lemma A.4.4. Let R = (b ij ) be a p X P mrtrir. Theil 

(13) i,j=l .... ,p. 
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Proof The expansion of IBI by elements of the ith row is 

(14) 
p 

IBI = L bjhBjh · 
h~ I 

Since Bih does not contain bjj , the lemma follows. • 

Lemma A.4.S. Let bjj = f3j/CI>"" cn ) be the i,jth element of a p Xp 
matrix B. Then for g = 1, ... , n, 

(15) 

Theorem A.4.2. If A =A', 

(16) 

( 17) alAI = 2A-. 
aa jj 'I' i =foj. 

Proof Equation (16) folluws from the expansion of IAI according to 
elements of the ith row. To prove (17) let bjj = bjj = a jj , i, j = 1, ... , p, i 5.j. 
Then by Lemma A4.5, 

(18) 

Since IAI = IBI and Bjj = Bjj =A jj =Ajj , (17) follows. • 

Theorem A.4.3. 

(19) :x (x'Ax) = 2Ax, 

where a/ax' denotes taking partial derivatives with respect to each component of x 
and arranging the partial derivatives in a column. 

Proof Let h be a column vector of as many components as x. Then 

(20) (x + h)'A(x + h) =x' Ax + h'Ax +x'Ah + h'Ah 

=x'Ax+ 2h'Ax +h'Ah. 

The partial derivative vector is the vector multiplying h' in the second term 
on the right. • 

Definition A.4.1. Let A = (a jj ) be a p X m matrix and B = (ball) be a q X ~ 
matrix. The pq X mn matrix with ajjball as the element in the i, ath row and the 
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j, 13th column is called the Kronecker or direct product of A and B and is 
denoted by A ® B; that is, 

a11B al2 B almB 

(21) A®B= 
a21 B a22 B a2m B 

aplB ap2 B apmB 

Some properties are the following when the orders of matrices permit the 
indicated operations: 

(22) 

(23) 

(A ®B)(C ®D) = (AC) ® (BD), 

(A ®B)-l =A- 1 ®B- 1 • 

Theorem A.4.4. Let the ith characteristic root of A (p xp) be it; and the 
corresponding characteristic vector be Xj = (Xli"'" xPy, and let the ath root of 
B (q X q) be Va and the corresponding characteristic vector be Y

a
, a = 1, ... , q. 

Then the i, a th root of A ® B is Ai va' and the corresponding characteristic vector 
is Xi ®Ya = (XliY~"'" XpIY~)" i = 1, ... , p, a = 1, ... , q. 

Proof 

(24) (A®B)(Xi®Ya) = 

= Ai va • 

AiXpjBYa XpjYa 
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Theorem A.4.S 

(25) 

Proof The determinant of any matrix is the product of its roots; therefore 

(26) • 

Definition A.4.2. If the p X m matrix A = (a l , ... , am), then vee A = 
(a;, ... , a:n)'. 

Some properties of the vee operator [e.g., Magnus (1988)] are 

(27) 

(28) 

vee ABC = (C' ®A)veeB, 

vee xy' = y ®x. 

Theorem A.4.6. The Jacobian of the transformation E = y- 1 (from E to Y) 
is I YI- 2p

, where p is the order of E and Y. 

Proof From EY = I, we have 

(29) 

where 

(30) 

Then 

(31) ( a) (a) -1( a ) -1 ao E = - E ao¥ E = - Y ao Y Y . 

If 0 = Ya {3' then 

(32) 
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where Ea/3 is a p xp matrix with all elements 0 except the element in the 
ath row and 13th column, \\hich is 1; and e' a is the ath column of E and e/3' 
is its 13th row. Thus aeij/ aYa/3 = -eja e/3j' Then the Jacobian is the determi
nant of a p2 x p2 matrix 

• 
Theorem A.4.7. Let A and B be symmetric matrices with characteristic roots 

a l ~ a2 ~ ... ~ ap and b l ~ b2 ~ ... ~ b,,, respectively, and let H be a p X P 
orthogonal matrix. Then 

p 

(34) max tr HAB'B = L ajbj, 
H j=l 

p 

minHA'H'B= L ajbp +l _ j ' 
H j=1 

Proof Let A =HQDQH~ and B = HbDbHi, where HQ and Hb are orthog
onal and DQ and Db are diagonal with diagonal elements a l , ... , ap and 
bl , ... , bp respectively. Then 

(35) max trH*AH*'B = maxtrH*H D H'H*'H D H' 
H* H* a a a b b b 

= maxtr HDnH'Db' 
H 

where H=HiH*HQ' We have 

p 

(36) tr HDaH'Db = L (HDQH');;b; 
;=1 

p-I j p 

= L L (HDQH')jj(bj-b j+l ) +bp L (HD"H')jj 
;=1 j=1 j=l 

p-l i p 

:::; L Laj(bj-bi+I)+bpLaj 
;=\ j=\ j=1 

by Lemma AA.6 below. The minimum in (34) is treated as the negative of the 
maximum with B replaced by - B [von Neumann (1937)]. • 
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Lemma A.4.6. Let P = (Pi) be a doubly stochastic matrix (Pij ~ 0, 
r.f~1 P,) = 1, r.Y_1 Pij = 1). Let Yl ~Y2 ~ ... ~Yp' Then 

k k n 

(37) LYi~ L LPijYj' 
i= I i~1 j= I 

Proof 

k p p 

(38) L L PijYj = L gjYj' 
i=1 j=1 j=1 

where gj = r.7~ 1 Pij' j = 1, ... , P (0::5, gj ::5, 1, r.Y~1 gj = k). Then 

(39) j~1 gjYj - j~/j = - J~ Yj + Yk ( k - j~ gj) + j~1 gjYj 

k p 

k= 1, ... ,p. 

= L(Yj-Yd(gj-l)+ L (Yj-Yk)gj 
j~1 j=k+l 

::5,0. • 

Corollary A.4.2. Let A be a symmetric matrix with characteristic roots 
a1 ~a2 ~ ... ap' Then 

(40) 
k 

max tr R'AR = L ai • 
R'R~lk i=1 

Proof In Theorem A.4.7 let 

(41) • 
Theorem A.4.8. 

(42) 11 + xCI =1+xtrC+O(x2
). 

Proof The determinant (42) is a polynomial in x of degree P; the 
coefficient of the linear term is the first derivative of the determ~ant 
evaluated at x = O. In Lemma A.4.5 let n = 1, c1 =x, f3ih(X) = 8ih +XCih ' 
where 0ii = 1 and 0ih = 0, i *" h. Then df3ih(x)/dx = Cih ' B jj = 1 for x = 0, and 
Bih = 0 for x = 0, i *" h. Thus 

(43) dIB(X)lj = ~ .. 
dx _ L..c". x-o i~1 • 
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A.S. GRAM-SCHMIDT ORTHOGONALlZATION AND THE 
SOLUTION OF LINEAR EQUATIONS 

A.S.I. Gram-Schmidt Orthogonalization 
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The derivation of the Wishart density in Section 7.2 included the 
Gram-Schmidt orthogonalization of a set of vectors; we shall review that 
development here. Consider the p linearly independent n-dim.!Ilsional vec
tors VI'" .,~'p (p $;11). Define WI = l'I' 

(1) i=2, ... ,p. 

Then Wi *' 0, i = 1, ... , p, because VI"'" vp are linearly independent, and 
W;Wj = 0, .i *' j, as was proved by induction in Section 7.2. Let U i = (l/liwiIDwi, 
i = 1, ... ,p. Then u 1, ... , up are Ol1hononnal; that is, they are orthogonal and 
of unit length. Let V = (u1, ••• , u). Then V'V = I. Define tu = IIwill (> 0), 

£'~w· 
I J , 

tij = ilw;IT = viu j , (2) j=I, ... ,i-I, i=2, ... ,p, 

and tij = 0, j = i + 1, ... , p, i = 1, ... , P - 1. Then T = (tij ) is a lower triangu
lar matrix. We can write (1) as 

i-I i 

(3) Vi = IlwillU i + L (v;uj)U j = L tijU j , i=I, ... ,p, 
j=! j=1 

that is, 

(4) 

Then 

(5) A = V'V= TV'VT' = TT' 

as shown in Section 7.2. Note that if V is square, we have decomposed an 
arbitrary nonsingular matrix into the product of an orthogonal matrix and an 
upper triangular malrix wilh positive diagonal elements; this is sometimes 
known as the QR decomposition. The matrices V and T in (4) are unique. 

These operations can be done in a different order. Let V = (v\O), .. . , v~O». 
For k = 1, ... , p - 1 define recursively 

(6) 

(7) 

(8) 

___ 1_ (k-Il _ J..- (k-I) 
Uk - II (k_I)II Vk - t Vk , 

V k kk 

tjk = VY-I) 'Uk' 

vYl=vY-ll -tjkuk , 

j=k+I, ... ,p, 

j=k+l, ... ,p. 
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Finally tpp = IIV?-I)II and up = (1/tpp)V~p-I). The same orthonormal vectors 
ul, ... ,up and the same triangular matrix (tij) are given by the two proce
dures. 

The numbering of the columns of V is arbitrary. For numerical stability it 
is usually best at any given stage to select the largest of IIVY-I)II to call tkk • 

Instead of constructing Wi as orthogonal to wl> ... ,Wi_l, we can equiva
lently construct it as orthogonal to VI' .•. ' Vi-I. Let WI = VI' and define 

(9) 

such that 

(10) 

i-1 

Wi = Vi + L IjjVj 
j=1 

i-1 

o = V~Wj = V~Vj + L Ijjv~vj 
j=1 

i-I 

= ahi + L ah{h, 
j=1 

Let F = (Jij), where Iii = 1 and lij = 0, i < j. Then 

(11) 

h=I, ... ,i-l. 

Let D, be the diagonal matrix with IIwjll = tj} as the jth diagonal element. 
Then U = WD,-I = VF' D,-I. Comparison with V = UT' shows that F = DT- I. 
Since A = TT', we see that FA =DT' is upper triangular. Hence F is the 
matrix defined in Theorem A.1.2. 

There are other methods of accomplishing the QR decomposition that 
may be computationally more efficient or more stable. A Householder matrix 
has the form H = In - 20(0(', where 0('0( = 1, and is orthogonal and symmet
ric. Such a matrix H1 (i.e., a vector O() can be selected so that the first 
column of HIV has O's in all positions except the first, which is positive. The 
next matrix has the form 

(12) 0)_2(0)(0 In_1 0( O(')=(~ 

The (n - I)-component vector 0( is chosen so that the second column of HIV 
has all O's except the first two components, the second being positive. This 
process is continued until 

(13) 
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where T' is upper triangular and 0 is (n - p) xp. Let 

(14) 

where H(1) has p columns. Then from (13) we obtain V= H(1lT'. Since the 
decomposition is unique, H(1) = U. 

Another procedure uses Givens matrices. A Givens matrix G;j is I except 
for the elements gii = cos () = gjj and gij = sin () = - gji' i *" j. It is orthogonal. 
Multiplication of V on the left by such a matrix leaves all rows unchanged 
except the ith and jth; () can be chosen so that the i, jth element of G}" 
is O. Givens matrices G 21 , ... ,G"1 can be chosen in turn so G,,1 ... G 21 V has 
all D's in the first column except the first element, which is positive. Next 
G32 , ••• ,G"2 can be selected in turn so that when they are applied the 
resulting matrix has D's in the second column except for the first two 
elements. Let 

(15) 

Then we obtain 

(16) 

and G(I) = u. 

A.S.2. Solution of Linear Equations 

In the computation of regression coefficients and other statistics. we need to 
solve linear equations 

(17) Ax=y, 

where A is p X P and positive definite. One method of solution is Gaussian 
elimination of variable~, or pivotal condensation. In the proof of Theorem 
A.1.2 we constructed a lower triangular matrix F with diagonal elements 1 
such that FA = A* is upper triangular. If Fy = y*, then the equation is 

(18) 

In coordinates this is 

(19) 

A*x = y*. 

p 

L a;jxj = y(. 
j-l 
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Let art = arjla;" y;** = yt lat, j = i, i + 1, ... , p, i = 1, ... , p. Then 

( 20) 
p 

xi=yi*- L lIj~'*Xi; 
j·=i+ I 

these equations are to be solved successively for x p' X p - 1"'" Xl' The calcula
tion of FA = A* is known as the !olWard solution, and the solution of (18) as 
the backward solution. 

Since FAF' =A* F' = n2 diagonal, (20) is A** x = y**, where A** = n-2A* 

and y** = D-~ y*. Solving this equation gives 

(21 ) X=A**-ly"* =F'y**. 

The computation is 

(22) 

The multiplier of y in (22) indicates a sequence of row operations which 
yields A- J

• 

The operations of the forward solution transform A to the upper triangu
lar matrix A*. As seen in Section A.S.l, the triangularization of a matrix can 
be done by a sequence of Householder transformations or by a sequence of 
Givens transformations. 

From FA = A*, we obtain 

p 

( 23) IAI = na~;), 
i=l 

\vhich is the product of the diagonal elements of A*, resulting from the 

forward solution. We also have 

(24) 

=y*'y**. 

The forward solution gives a computation for the quadratic form which t 
occurs in T~ and other statistics. 

For more on matrix computations consult Golub and Von Loan (1989). 




