A new Bayesian test statistic is proposed to test a point null hypothesis based on a quadratic loss. The proposed test statistic may be regarded as the Bayesian version of the Lagrange multiplier test. Its asymptotic distribution is obtained based on a set of regular conditions and follows a chi-squared distribution when the null hypothesis is correct. The new statistic has several important advantages that make it appealing in practical applications. First, it is well-defined under improper prior distributions. Second, it avoids Jeffrey–Lindley's paradox. Third, it always takes a non-negative value and is relatively easy to compute, even for models with latent variables. Fourth, its numerical standard error is relatively easy to obtain. Finally, it is asymptotically pivotal and its threshold values can be obtained from the chi-squared distribution. The method is illustrated using some real examples in economics and finance.

1. Introduction

This paper is concerned with statistical testing of a point null hypothesis after a Bayesian Markov chain Monte Carlo (MCMC) method has been used to estimate the models. Testing for a point null hypothesis is prevalent in economics although its importance is debatable. In the meantime, Bayesian MCMC methods have found more and more applications in economics because they make it possible to fit increasingly complex models, including latent variable models (Shephard, 2005), dynamic discrete choice models (Imai et al., 2009) and dynamic general equilibrium models (DSGE) (An and Schorfheide, 2007).

In the Bayesian paradigm, the Bayes factor (BF) is the gold standard for Bayesian model comparison and Bayesian hypothesis testing (Kass and Raftery, 1995; Geweke, 2007). Unfortunately, the BF is not problem-free. First, the BF is sensitive to the prior and subject to Jeffrey–Lindley’s paradox; see for example, Kass and Raftery (1995), Poirier (1995) and Robert (1993, 2001). Second, the calculation of the BF for hypothesis testing generally requires the evaluation of marginal likelihood which is a marginalization over the unknown quantities. In many cases, the evaluation of marginal likelihood is difficult. Not surprisingly, alternative strategies have been proposed to test a point null hypothesis in the Bayesian literature. These methods can be classified into two classes.

In the first class, refinements are made to the BF to overcome the theoretical and computational difficulties. For example, to reduce the influence of the prior on the BF, one may split the data into two parts, a training sample and a sample for statistical analysis. The training sample is used to update the non-informative prior and to obtain a new proper informative prior, as in the fractional BF (O’Hagan, 1995). In practice, however, this strategy is not always satisfactory because it relies on an arbitrary division of the data. To alleviate this difficulty, Berger and Pericchi (1996) proposed the so-called intrinsic BF which is based on the minimal training
sample that results in proper posteriors. In general, the minimal training sample is not unique. Hence, the intrinsic BF is obtained by averaging the partial BFs calculated from all possible minimal training samples. Unfortunately, the intrinsic BF is computationally demanding, especially for latent variable models. O’Hagan (1995) discussed properties of the fractional and the intrinsic BFs.

In the second class, instead of refining the BF methodology, several interesting Bayesian approaches have been proposed for hypothesis testing based on the decision theory. For example, Bernardo and Rueda (2002, BR hereafter) showed that the BF for the Bayesian hypothesis testing can be regarded as a decision problem with a simple zero–one discrete loss function. However, the zero–one discrete function requires the use of non–regular (not absolutely continuous) prior and this is why the BF leads to Jeffreys–Lindley’s paradox. BR further suggested using a continuous loss function, based on the well-known continuous Kullback–Leibler (KL) divergence function. As a result, it was shown in BR that their Bayesian test statistic does not depend on any arbitrary constant in the prior. However, BR’s approach has some disadvantages. First, the analytical expression of the KL loss function required by BR is not always available, especially for latent variable models. Second, the test statistic is not a pivotal quantity. Consequently, BR had to use subjective threshold values to test the hypothesis.

To deal with the computational problem in BR in latent variable models, Li and Yu (2012, LY hereafter) proposed a new test statistic based on the $\alpha$ function in the Expectation–Maximization (EM) algorithm of Dempster et al. (1977). LY showed that the new statistic is well–defined under improper priors and easy to compute for latent variable models. Following the idea of McCulloch (1989), LY proposed to choose the threshold values based on the Bernoulli distribution. However, like the test statistic proposed by BR, the test statistic proposed by LY is not pivotal. Moreover, it is not clear if the test statistic of LY can resolve Jeffreys–Lindley’s paradox.

Based on the difference between the deviations, Li et al. (2014, LZY hereafter), developed another Bayesian test statistic for hypothesis testing. This test statistic is well–defined under improper priors, free of Jeffreys–Lindley’s paradox, and not difficult to compute. Moreover, its asymptotic distribution can be derived and one may obtain the threshold values from the asymptotic distribution. Unfortunately, in general the asymptotic distribution depends on some unknown population parameters and hence the test is not pivotal.

In the present paper, we propose an asymptotically pivotal Bayesian test statistic, based on a quadratic loss function, to test a point null hypothesis within the decision–theoretic framework. The new statistic has several nice properties that makes it appealing in practice after the models are estimated by Bayesian MCMC methods. First, it is well–defined under improper prior distributions. Second, it is immune to Jeffreys–Lindley’s paradox. Third, it is easy to compute. The main computational effort is to get the first derivative of the likelihood function with respect to the parameters. For latent variable models, the first derivative can be easily evaluated from the MCMC output with the help of the EM algorithm. Fourth, its numerical standard error (NSE) can be relatively easy to obtain. Finally, the asymptotic distribution of the test statistic follows the chi–squared distribution and hence the test is asymptotically pivotal.

Under a set of regularity conditions, we show that if the null hypothesis is correct our test statistic is asymptotically equivalent to the Lagrange multiplier (LM) statistic, a very popular test statistic in the frequentist’s paradigm for testing a point null hypothesis. However, our proposed test has several important advantages over the LM test. First, it can incorporate the prior information to improve statistical inference. Second, the implementation of the LM test requires maximum likelihood (ML) estimation of the model under the null hypothesis. For some models, such as latent variable models and DSGE models, it is generally hard to do ML and, hence, to compute the LM statistic. Bayesian MCMC has been used to fit models with increasing complexity. The proposed test is the by–product of the Bayesian posterior output and hence easier to implement than the LM test. Third, unlike the LM test that can take a negative value in finite sample, our test always takes a nonnegative value. Finally, unlike the LM test, the new test does not need to invert any matrix. This advantage is useful when the dimension of the parameter space is high.

The paper is organized as follows. Section 2 reviews the Bayesian literature on testing a point null hypothesis from the viewpoint of the decision theory. Section 3 develops the new Bayesian test statistic, establishes its asymptotic properties, discusses how to compute it and its NSE from the MCMC outputs. Section 4 illustrates the new method by using three real examples in economics and finance. Section 5 concludes the paper. Appendix collects the proof of all the theoretical results and the derivation of the test statistic in the examples.

2. Bayesian hypothesis testing under decision theory

2.1. Testing a point null hypothesis

Let the observable data $y = (y_1, y_2, \ldots, y_n)' \in \mathbb{Y}$. A probability model $M = \{p(y|\theta, \psi)\}$ is used to fit the data. We are concerned with a point null hypothesis testing problem which may arise from the prediction of a particular theory. Let $\theta \in \Theta$ denote a vector of $p$–dimensional parameters of interest and $\psi \in \Psi$ a vector of $q$–dimensional nuisance parameters. The problem of testing a point null hypothesis is given by

$$
\begin{align*}
H_0 : & \quad \theta = \theta_0 \\
H_1 : & \quad \theta \neq \theta_0.
\end{align*}
$$

The hypothesis testing may be formulated as a decision problem. It is obvious that the decision space has two statistical decisions, to accept $H_0$ (name it $d_0$) or to reject $H_0$ (name it $d_1$). Let $\Delta(L(d_i, (\theta, \psi)), i = 0, 1)$ be the loss function of statistical decision. Hence, a natural statistical decision to reject $H_0$ can be made when the expected posterior loss of accepting $H_0$ is sufficiently larger than the expected posterior loss of rejecting $H_0$, i.e.,

$$
T(y, \theta_0) = \int_{\Theta} \int_{\Psi} \left[ L(d_0, (\theta, \psi)) \\
- \Delta(L(d_1, (\theta, \psi))) \right] p(\theta, \psi|y) d\theta d\psi > c \geq 0,
$$

where $T(y, \theta_0)$ is a Bayesian test statistic; $p(\theta, \psi|y)$ is the posterior distribution with some given prior $p(\theta, \psi)$; $c$ is a threshold value. Let $\Delta(L(H_0, (\theta, \psi))) = L(d_0, (\theta, \psi)) - L(d_1, (\theta, \psi))$ be the net loss difference function which can generally be used to measure the evidence against $H_0$ as a function of $(\theta, \psi)$. Hence, the Bayesian test statistic can be rewritten as

$$
T(y, \theta_0) = E_{\theta|y} (\Delta(L(H_0, (\theta, \psi))).
$$

2.2. A literature review

The BF is defined as the ratio of the two marginal likelihood functions, namely,

$$
BF_{01} = \frac{p(y|M_0)}{p(y|M_1)}.
$$
where \( M_0 := \{p(y|\theta_0, \psi) : \psi \in \Psi\} \) is the model under the null; \( M_1 := M \) is the model under the alternative. The two marginal likelihood functions are defined as

\[
p(y|M_0) = \int_\psi p(y|\theta_0, \psi)p(\psi|\theta_0) d\psi,
\]

\[
p(y|M_1) = \int_\theta \int_\psi p(y|\theta, \psi)p(\psi|\theta) p(\theta) d\theta d\psi.
\]

The BF corresponds to the use of the zero–one discrete loss function, namely,

\[
\Delta \mathcal{L}[H_0, (\theta, \psi)] = \begin{cases} -1 & \text{if } \theta = \theta_0, \\ 1 & \text{if } \theta \neq \theta_0,
\end{cases}
\]

and in this case, with \( c = 0 \), we reject \( H_0 \) iff \( BF_0 = \frac{\int_\theta \int_\psi p(y|\theta_0, \psi)p(\psi|\theta_0) d\psi}{\int_\theta \int_\psi p(y|\theta, \psi)p(\psi|\theta) p(\theta) d\theta d\psi} < 1 \).

**Remark 2.1.** The BF has several disadvantages. If the Jeffreys or the reference prior (Jeffreys, 1961) is used to reflect the objectiveness, the BF is not well-defined since it depends on an arbitrary constant (Bernardo and Rueda, 2002). In addition, if a proper prior with a large spread is used to represent the prior ignorance, the BF has a tendency to favor the null hypothesis, giving rise to Jeffreys–Lindley’s paradox; see Poirier (1995) and Robert (1993, 2001). Moreover, for many models in economics, such as latent variable models and the DSGE models, the marginal likelihood and, hence, the BF are very difficult to evaluate; see Han an Carlin (2001) for a good review of methods for calculating the BF from the MCMC output.

Bernardo and Rueda (2002) suggested using a continuous loss function based on the KL divergence,

\[
KL[p(x), q(x)] = \int p(x) \log \frac{p(x)}{q(x)} dx,
\]

where \( p(x) \) and \( q(x) \) are any two regular probability density functions (pdf). The corresponding Bayesian test statistic is:

\[
T_{00}(y, \theta_0) = E_{\theta_0}(\min(\{KL[p(y|\theta_0, \psi), p(y|\theta_0, \psi)] : \psi \in \Psi\}))
\]

**Remark 2.2.** It is shown in Bernardo and Rueda (2002) that \( T_{00}(y, \theta_0) \) is well-defined under improper distributions. This is an important advantage over the BF. However, the BR test is not without its problems. First, the KL divergence function often does not have a closed-form expression. Consequently, \( T_{00}(y, \theta_0) \) may be difficult to compute. Second, BR suggested choosing threshold values based on the normal distribution to implement the test. Unfortunately, the choice of the normal distribution and, hence, the threshold values are subjective and lack rigorous statistical justifications. A different distribution will lead to different threshold values.

To alleviate the computational problems of \( T_{00}(y, \theta_0) \) in the context of latent variable models, Li and Yu (2012) proposed a new loss difference function, based on the \( \triangle \) function used in the EM algorithm (Dempster et al., 1977). Let \( z = (z_1, z_2, \ldots, z_n) \) denote the latent variables and \( x = (y', z)' \). Let \( p(y|\theta) \) and \( p(x|\theta) := p(y, z|\theta) \) be the observed data likelihood function and the complete data likelihood function, respectively. The relationship between these two likelihood functions is

\[
p(y|\theta) = \int p(y, z|\theta) dz.
\]

For any \( \theta_1 \) and \( \theta_2 \), the \( \triangle \) function is:

\[
\triangle \ (\theta_1|\theta_2) = E_{G_2}[\log p(y, z|\theta_1)]
\]

Compared with the observed data likelihood function \( p(y|\theta) \), the \( \triangle \) function is easier to evaluate in latent variable models. In particular, when the analytical expression of \( p(y|\theta) \) is not available, the \( \triangle \) function can be easily approximated from the MCMC output via,

\[
\triangle \ (\theta_1|\theta_2) \approx \frac{1}{C} \sum_{g=1}^{C} \log p(y, z^g|\theta_1),
\]

where \( (z^g, g = 1, 2, \ldots, C) \) are the effective MCMC draws from the posterior distribution \( p(z|y, \theta_2) \). Let \( \theta_0 = (\theta_0, \psi) \). Li and Yu (2012) defined a new continuous net loss difference function as:

\[
\Delta \mathcal{L}(\theta, \theta_0) = \{\triangle \ (\theta, \theta_0) - \triangle \ (\theta_0, \theta)\} + \{\triangle \ (\theta_0, \theta_0) - \triangle \ (\theta, \theta_0)\},
\]

and proposed a Bayesian test statistic as:

\[
T_{11}(y, \theta_0) = E_{\theta_0}[\Delta \mathcal{L}(\theta, \theta_0)]
\]

**Remark 2.3.** It is shown in Li and Yu (2012) that the test statistic, \( T_{11}(y, \theta_0) \), is well-defined under improper priors and also easy to compute. However, this test statistic has some practical disadvantages. First, like the test statistic of BR, some threshold values have to be specified. Following the idea of McCulloch (1989), Li and Yu (2012) proposed to choose threshold values based on the Bernoulli distribution. Unfortunately, the choice of the Bernoulli distribution is arbitrary. If another distribution is used, the threshold values will be different. Second, it is not clear whether this test statistic is immune to Jeffreys–Lindley’s paradox.

Aiming to alleviate Jeffreys–Lindley’s paradox, Li et al. (2014) developed an alternative Bayesian test statistic based on the Bayesian deviance. The net loss function and the test statistic are given, respectively, by

\[
\Delta \mathcal{L}[H_0, (\theta, \psi)] = 2 \log p(y|\theta, \psi) - 2 \log p(y|\theta_0, \psi),
\]

\[
T_{22}(y, \theta_0) = 2 \int [\log p(y|\theta, \psi) - \log p(y|\theta_0, \psi)] \times p(\theta, \psi|y) d\theta d\psi.
\]

\( T_{22}(y, \theta_0) \) can be understood as the Bayesian version of the likelihood ratio test. However, for latent variable models, the likelihood function \( p(y|\theta, \psi) \) generally is not available in closed-form. To achieve computational tractability, under some regularity conditions, Li et al. (2014) gave an asymptotically equivalent form for \( T_{22}(y, \theta_0) \), i.e.,

\[
T_{22}(y, \theta_0) = 2D + 2 \left[ \log p(\theta, \psi) - \log p(\psi|\theta_0) \right]
\]

\[
- \int \log p(\theta|\psi) p(\theta|\psi_0) d\theta
\]

\[
- \left[ p + q - tr\left(-L_0^{(2)}(\psi)V_{22}(\theta)\right) \right],
\]

where \( \tilde{\theta} = (\tilde{\theta}, \tilde{\psi}) \) is the posterior mean of \( \theta \) under \( H_1, \tilde{\psi} = (\theta_0, \tilde{\psi}), \tilde{\psi}_b = (1 - b)\tilde{\theta} + b\theta_0, \) for \( b \in [0, 1], S(x|\tilde{\theta}) = \log p(\theta|\psi, y) \times D_{E_{\theta}E_{\theta_0}}(S(x|\tilde{\theta})) \) db the subvector of \( S(x|\tilde{\theta}) \) corresponding to \( \theta, V_{22}(\tilde{\theta}) = E[(\psi - \tilde{\psi})(\psi - \tilde{\psi})'|y, H_1] \), the submatrix of \( V(\tilde{\theta}) \) corresponding to \( \psi, \tilde{\psi}^{(2)}(\psi) = d^2 \log p(y|\psi, \theta_0)/d\psi d\psi' \).

**Remark 2.4.** As shown in Li et al. (2014), \( T_{22}(y, \theta_0) \) appeals in four aspects. First, it is well-defined under improper priors. Second, it does not suffer from Jeffreys–Lindley’s paradox and, hence, can be used under non-informative vague priors. Third, it is easy to compute. Furthermore, for latent variable models, \( T_{22}(y, \theta_0) \) only
involves the first and the second derivatives which is easy to evaluate from the MCMC output with the help of the EM algorithm. Finally, Li et al. (2014) derived the asymptotic distribution of $T_{20}(y, \theta_0)$. When $\theta$ and $\psi$ are orthogonal, the asymptotic distribution is determined by the chi-squared distribution. In this case the test is asymptotically pivotal and the thresholds can be obtained from the asymptotic distribution. Unfortunately, in general the test is not asymptotically pivotal because the asymptotic distribution depends on some unknown population parameters.

3. Bayesian hypothesis testing based on a quadratic loss

3.1. The test statistic

To deal with the non-pivotal problem, in this section, we develop a new Bayesian test statistic for hypothesis testing. The new statistic shares all the nice features of the LZY statistic. First, it is motivated from the decision-theoretic perspective. Second, it is well-defined under improper prior distributions. Third, it is immune to Jeffreys–Lindley’s paradox. Fourth, it is easy to compute. However, unlike the LZY statistic, the new statistic is asymptotically pivotal and the threshold can be easily obtained from its asymptotic distribution.

To fix the idea, let

$$
\begin{align*}
&\tilde{s}(\theta) = \frac{\partial \log p(\theta | y)}{\partial \theta}, \\
&s_0(\theta) = \frac{\partial \log p(\theta)}{\partial \theta}.
\end{align*}
$$

where $s(\theta)$ is the score function and $\theta = (\theta, \psi)$. We define a quadratic loss function as:

$$
\Delta L[H_0, \theta] = (\theta - \bar{\theta})'C_{00}(\bar{\theta}_0)(\theta - \bar{\theta}),
$$

(5)

where $C_{00}(\theta)$ is the submatrix of $C(\theta)$ corresponding to $\theta$ and is semi-positive definite, $\theta_0 = (\theta_0, \bar{\theta}_0)$ is the posterior mean of $\theta$ under $H_0$, $\bar{\theta}$ is the posterior mean of $\theta$ under $H_1$. Based on this quadratic loss, we propose the following Bayesian test statistic:

$$
T(\theta, \theta_0) = \int \Delta L[H_0, \theta] p(\theta | y) d\theta
$$

$$
= \int (\theta - \bar{\theta})'C_{00}(\bar{\theta}_0)(\theta - \bar{\theta}) p(\theta | y) d\theta,
$$

(6)

where $p(\theta | y)$ is the posterior distribution of $\theta$ under $H_1$.

Remark 3.1. Clearly $T(\theta, \theta_0)$ depends on the posterior distribution directly. The prior information only influences the test statistic via the posterior distribution.

Remark 3.2. Since the posterior distribution $p(\theta | y)$ is independent of an arbitrary constant in the prior distributions, both $s(\theta)$ and $C_{00}(\bar{\theta}_0)$ are independent of the arbitrary constant. As a result, $T(\theta, \theta_0)$ is well-defined under improper priors.

Remark 3.3. Under some regular condition, we will show in Theorem 3.1 that the proposed test converges to the $\chi^2$ distribution and hence it is not subject to Jeffreys–Lindley’s paradox, at least when the sample size is large. To see how it can avoid Jeffreys–Lindley’s paradox, consider the example discussed in Li et al. (2014). Let $y \sim N(\theta, \sigma^2)$ with a known $\sigma^2$ and we test the null hypothesis $H_0: \theta = 0$. Let the prior distribution of $\theta$ be $N(\mu, \tau^2)$ with $\mu = 0$. LZY showed that the posterior distribution of $\theta$ is $N(\mu(y), \omega^2)$ with

$$
\mu(y) = \frac{\sigma^2 \mu + \tau^2 y}{\sigma^2 + \tau^2}, \quad \omega^2 = \frac{\sigma^2 \tau^2}{\sigma^2 + \tau^2},
$$

and $BF$ is

$$
BF_{10} = \frac{1}{BF_{01}} = \sqrt{\frac{\sigma^2}{\sigma^2 + \tau^2}} \exp \left[ \frac{\tau^2 y^2}{2 \sigma^2 (\sigma^2 + \tau^2)} \right].
$$

As $\tau^2 \to +\infty$, $BF_{10} \to 0$, suggesting the test always supports $H_0$, whether or not $H_0$ holds true, giving rise to Jeffreys–Lindley’s paradox. On the other hand, it is easy to show that

$$
C_{00}(\bar{\theta}_0) = \frac{\tau^2 y^2}{\sigma^2}, \quad \text{and} \quad T(y, 0) = \frac{\tau^2 y}{\sigma^2} \int (\theta - \bar{\theta})^2 p(\theta | y) d\theta
$$

$$
= \frac{\omega^2 y^2}{\sigma^2}.
$$

As $\tau^2 \to +\infty$, $\mu(y) \to \omega^2 \to \sigma^2$, and, hence, $T(y, 0) \to y^2 / \sigma^2$ which is distributed as $\chi^2(1)$ when $H_0$ is true. Consequently, our proposed test statistic is immune to Jeffreys–Lindley’s paradox.

Remark 3.4. To calculate $T(y, \theta_0)$, the first derivatives of the observed-data likelihood function must be evaluated. For most latent variable models, the first derivatives are difficult to evaluate directly because the observed-data likelihood function is not available in closed-form. There are several approaches to calculate the first derivatives from the MCMC output.

First, the first derivatives can be approximated using the EM algorithm in connection with the data augmentation technique. For any $\theta$ and $\theta'$ in the support space of $\theta$, it was shown in Dempster et al. (1977) that

$$
\begin{align*}
&\frac{\partial \log p(y | \theta)}{\partial \theta} = \frac{\partial \log \int p(y | z, \theta) p(z | \psi, \theta) dz}{\partial \theta} \\
&= \frac{\partial \log \int p(y | z, \theta) p(z | \psi, \theta) dz}{\partial \theta} |_{\psi = \hat{\psi}}
\end{align*}
$$

Hence, based on the MCMC output, the first derivative can be approximated by:

$$
\begin{align*}
&\frac{\partial \log \int p(y | z, \theta) p(z | \psi, \theta) dz}{\partial \theta} |_{\psi = \hat{\psi}}
\end{align*}
$$

where $z \sim G = 1, 2, \ldots, G$ are effective MCMC draws from the posterior distribution $p(z | y, \theta)$ due to the use of data augmentation.

Second, for the dynamic state space models, more efficient approaches are available to compute the first derivatives. For example, for Gaussian linear state space models the Kalman filter is computationally very efficient for computing the first derivatives. For non-Gaussian nonlinear state space models, the particle filter is an efficient approach for computing the first derivatives. See, for example, Poyiadjis et al. (2011) and Doucet and Shephard (2012) for recent contributions in using the particle filter to approximate the score functions. Doucet and Johansen (2011) gives an excellent review of the literature on the particle filter.

Remark 3.5. It is known that the BF is the ratio of two marginal likelihoods. For model $M$ (corresponding to either the null hypothesis or the alternative hypothesis), as shown in Chib (1995) based on Bayes’ theorem, the log-marginal likelihood may be calculated by

$$
\log p(y | \theta, M) + \log p(\theta | M) - \log p(\theta, y | M),
$$

(7)

where $p(y | \theta, M)$ is the observed likelihood function, $p(\theta | M)$ is the prior distribution, and $p(\theta, y | M)$ is the posterior distribution, $\theta$ is an appropriately selected high density point in the estimated model. Chib (1995) suggested using the posterior mean, $\hat{\theta}$. 

The second term is the log prior density which is easy to calculate. The third quantity, \( p(\vartheta|y, M) \), is the posterior density and only known up to a constant. Based on the Gibbs sampler and the Metropolis–Hastings algorithm, Chib (1995) and Chib and Jeliazkov (2001) proposed methods to approximate \( p(\vartheta|y, M) \). These methods are generally applicable to a wide class of models. When the parameter \( \vartheta \) is high-dimensional, however, estimating \( p(\vartheta|y, M) \) is computationally demanding. The first term, \( p(y|\vartheta, M) \), is easy to evaluate when it has an analytical expression. For many models, including the dynamic latent variable models, however, the first term, \( p(y|\vartheta, M) \), is marginalized over the latent variables such as \( z \), that is,

\[
p(y|\vartheta, M) = \int p(y,z|\vartheta, M)dz = \int p(y|z, \vartheta, M)p(z|\vartheta, M)dz.
\]

Often integration is of high-dimension and has to be evaluated numerically. Unfortunately, mimicking the strategy in Remark 3.4 by averaging \( p(y,z^{g})|\vartheta, M \) over the effective draws \( \{z^{g}, g = 1, 2, \ldots, G\} \) from \( p(z|\vartheta, M) \) is numerically unstable because the expectation is taken with respect to the prior distribution. Whereas, computing \( s(\vartheta) \) in Remark 3.4 is taken with respect to the posterior distribution. All these problems make it difficult to evaluate the marginal likelihood \( p(y|M) \) and BF. To calculate \( T(y, \vartheta_{0}) \), the main computational effort is to evaluate the first derivatives of \( \log p(y|\vartheta, M) \), which can be achieved by the EM algorithm, the Kalman filter or the particle filter, as remarked earlier. Thus, there is a computational advantage in the proposed test over the BF.

Since \( T(y, \vartheta_{0}) \) is calculated from the MCMC output, it is important to assess the NSE for measuring the magnitude of simulation errors. When the observed likelihood function \( p(y|\vartheta) \) has a closed-form expression, the first derivative and \( C_{\vartheta\vartheta}(\vartheta_{0}) \) are also available analytically. Let

\[
f(\vartheta) = (\vartheta - \bar{\vartheta})C_{\vartheta\vartheta}(\vartheta_{0})(\vartheta - \bar{\vartheta}).
\]

Then, we have

\[
T(y, \vartheta_{0}) = E_{\vartheta|y}[f(\vartheta|y)], \quad \hat{T}(y, \vartheta_{0}) = \frac{1}{G} \sum_{g=1}^{G} f(\theta^{(g)}) ,
\]

where \( \theta^{(g)} \), \( g = 1, 2, \ldots, G \) are independent random samples, it can be shown that

\[
\text{Var} \left( \hat{T}(y, \vartheta_{0}) \right) = \text{Var} \left( G^{-1} \sum_{g=1}^{G} f(\theta^{(g)}) \right) = \frac{1}{G} \text{Var} \left( f(\theta^{(g)}) \right) .
\]

A consistent estimator of \( \text{Var} \left( f(\theta^{(g)}) \right) \) is given by

\[
G^{-1} \sum_{g=1}^{G} \left( f(\theta^{(g)}) - \hat{T}(y, \vartheta_{0}) \right) \left( f(\theta^{(g)}) - \hat{T}(y, \vartheta_{0}) \right) .
\]

If \( \theta^{(g)} \), \( g = 1, 2, \ldots, G \) are dependent random samples, following Newey and West (1987), a consistent estimator of \( \text{Var} \left( \hat{T}(y, \vartheta_{0}) \right) \) is

\[
\frac{1}{G} \left[ \Omega_{0} + \sum_{k=1}^{q} \left( 1 - \frac{k}{q+1} \right) (\Omega_{k} + \Omega_{k}) \right] ,
\]

where

\[
\Omega_{k} = G^{-1} \sum_{g=k+1}^{G} \left( f(\theta^{(g)}) - \hat{T}(y, \vartheta_{0}) \right) \left( f(\theta^{(g)}) - \hat{T}(y, \vartheta_{0}) \right) .
\]

and \( q \) is a positive integer at which the autocorrelation tapers off. In the applications, we set \( q = 10 \).

When the observed likelihood function \( p(y|\vartheta) \) does not have an analytical expression, another approach for assessing the NSE is given below. Note that

\[
T(y, \vartheta_{0}) = \int (\vartheta - \bar{\vartheta})C_{\vartheta\vartheta}(\bar{\vartheta}_{0})(\vartheta - \bar{\vartheta})p(\vartheta|y)d\vartheta
\]

\[
= \int \text{tr} \left[ (\vartheta - \bar{\vartheta})C_{\vartheta\vartheta}(\bar{\vartheta}_{0})(\vartheta - \bar{\vartheta}) \right] p(\vartheta|y)d\vartheta
\]

\[
= \text{tr} \left[ C_{\vartheta\vartheta}(\bar{\vartheta}_{0}) \int (\vartheta - \bar{\vartheta})(\vartheta - \bar{\vartheta})'p(\vartheta|y)d\vartheta \right] ,
\]

and that

\[
\tilde{s}_{0}(\vartheta) = \int \frac{\partial \log p(y, \vartheta, z)}{\partial \vartheta} p(z|y, \vartheta)dz.
\]

We can estimate \( \tilde{s}_{0}(\vartheta_{0}) \) by

\[
\hat{h}_{1} = \frac{1}{G} \sum_{g=1}^{G} \frac{\partial \log p(y, z^{(g)}, \vartheta_{0})}{\partial \vartheta} = \frac{1}{G} \sum_{g=1}^{G} h^{(g)}_{1},
\]

where \( \{z^{(g)}, g = 1, 2, \ldots, G\} \) are efficient random draws from \( p(z|\vartheta_{0}, y) \). Furthermore, we get

\[
\int (\vartheta - \bar{\vartheta})(\vartheta - \bar{\vartheta})' p(\vartheta|y)d\vartheta \approx \hat{H}_{2}
\]

\[
= \frac{1}{G} \sum_{g=1}^{G} (\theta^{(g)} - \vartheta)(\theta^{(g)} - \vartheta)'
\]

\[
= \frac{1}{G} \sum_{g=1}^{G} H^{(g)}_{2}.
\]

Then, we have

\[
\hat{T}(y, \vartheta_{0}) = \text{tr} \left( \hat{h}_{1} \hat{H}_{1} \hat{H}_{2} \right).
\]

Following the notations for matrix derivatives in Magnus and Neudecker (2002), let

\[
\hat{h}_{2} = \text{vec} \left( \hat{H}_{2} \right), \quad \hat{h}_{2}^{(g)} = \text{vec} \left( H^{(g)}_{2} \right), \quad \hat{h} = \left( \hat{h}_{1}, \hat{h}_{2} \right)'.
\]

Note that the dimension of \( \hat{h}_{1} \) is \( p \times 1 \) and the dimension of \( \hat{h}_{2} \) is \( p^{*} \times 1, p^{*} = p(p + 1)/2 \). Hence, we have

\[
\frac{\partial \hat{T}(y, \vartheta_{0})}{\partial \hat{h}} = \text{vec}(l_{p})' \begin{bmatrix} \left( \hat{h}_{1} \hat{H}_{2} \right) \otimes l_{p} & \frac{\partial \hat{h}_{1}}{\partial \hat{h}} \\
\hat{h} \otimes \hat{h}_{1} & l_{p} \otimes \hat{h}_{1} \end{bmatrix}
\]

\[
= \text{vec}(l_{p})' \begin{bmatrix} \left( \hat{H}_{1} \otimes l_{p} + \hat{H}_{2} \otimes \hat{h}_{1} \right) \frac{\partial \hat{h}_{1}}{\partial \hat{h}} \\
\hat{h}_{1} \otimes l_{p} & \hat{h}_{1} \otimes l_{p} \end{bmatrix}
\]

\[
= \text{vec}(l_{p})' \begin{bmatrix} \left( \hat{H}_{1} \otimes l_{p} + \hat{H}_{2} \otimes \hat{h}_{1} \right) \frac{\partial \hat{h}_{1}}{\partial \hat{h}} \\
\hat{h}_{1} \otimes l_{p} & \hat{h}_{1} \otimes l_{p} \end{bmatrix}
\]

\[
= \text{vec}(l_{p})' \begin{bmatrix} \frac{\partial \hat{h}_{1}}{\partial \hat{h}} \end{bmatrix}
\]

where \( l_{p} \) is the \( p \)-dimensional identity matrix and

\[
\frac{\partial \hat{h}_{1}}{\partial \hat{h}} = \frac{\partial \hat{h}_{1}}{\partial \hat{h}} = l_{p}\overline{\text{vec}}(\hat{H}_{2}),
\]

\[
\frac{\partial \hat{H}_{2}}{\partial \hat{h}} = \frac{\partial \hat{H}_{2}}{\partial \hat{h}} = \frac{\partial \text{vec}(\hat{H}_{2})}{\partial \hat{h}},
\]

By the Delta method,

\[
\text{Var} \left( \hat{T}(y, \vartheta_{0}) \right) = \frac{\partial \hat{T}(y, \vartheta_{0})}{\partial \hat{h}} \text{Var} \left( \hat{h} \right) \left( \frac{\partial \hat{T}(y, \vartheta_{0})}{\partial \hat{h}} \right)'.
\]
Again, following Newey and West (1987), a consistent estimator can be given by

$$\text{Var} \left( \hat{h} \right) = \frac{1}{G} \left[ \Omega_0 + \sum_{k=1}^{q} \left( 1 - \frac{k}{q+1} \right) \left( \Omega_k + \Omega_k' \right) \right],$$

where

$$\Omega_k = G^{-1} \sum_{g=k+1}^{G} \left( h^{(g)} - \hat{h} \right) \left( h^{(g)} - \hat{h} \right)'.$$

**Remark 3.6.** Based on (7), Chib (1995) provided a method to calculate the NSE for estimating $\log p(y | \theta, M)$. When $\log p(y | \theta, M)$ is available in closed-form, the NSE of the estimate of $\log p(y | M)$ is the same as that of $\log p(y | \theta, M)$ and $p(\theta | M)$ can be computed without incurring simulation errors. However, when $p(y | \theta, M)$ does not have a closed-form expression, it has to be calculated by a simulation-based method (such as the EM algorithm or the particle filters) and there will be the NSE for estimating it. In this case, it will be difficult to obtain the NSE of $\log p(y | \theta, M)$. Relative to $\log p(\theta | y, M)$ whose order of magnitude is often $O_p(1)$, $\log p(y | \theta, M)$ is typically $O_p(n)$ so that $\log p(y | \theta, M)$ is dominant in $\log p(y | M)$. Consequently, one cannot ignore the NSE of $\log p(y | \theta, M)$ when calculating the NSE of $\log p(y | M)$. As a result, it will be very difficult to obtain the NSE of the estimate of $\log p(y | M)$ and hence of that of the BF. The ease with which one can calculate the NSE of the estimate of $T(y, \theta_0)$ is another important advantage of the proposed test over the BF.

### 3.2. The threshold value

To implement the proposed test, a threshold value, $c$, has to be specified, i.e.,

Accept $H_0$ if $T(y, \theta_0) \leq c$; Reject $H_0$ if $T(y, \theta_0) > c$.

This section obtains the asymptotic distribution of the test statistic under $H_0$ and establishes the link between the test statistic and the LM test. To do so, following Li et al. (2014), we first impose a set of regularity conditions.

**Assumption 1.** There exists a finite sample size $n^*$, so that, for $n > n^*$, there is a local maximum at $\theta$ (i.e., posterior mode) such that $L_1^{(1)}(\theta) = 0$ and $L_1^{(2)}(\theta)$ is negative definite, where

$$L_n(\theta) = \log p(\theta | y), \quad L_n^{(1)}(\theta) = \partial \log p(\theta | y) / \partial \theta, \quad L_n^{(2)}(\theta) = \partial^2 \log p(\theta | y) / \partial \theta \partial \theta'.$$

**Assumption 2.** The largest eigenvalue $\lambda_n$ of $-L_n^{(2)}(\theta)$ goes to zero when $n \to \infty$.

**Assumption 3.** For any $\epsilon > 0$, there exists an integer $N$ and some $\delta > 0$ such that for any $n > \max(N, n^*)$ and $\theta \in \mathcal{H}(\theta, \delta) = \{ \theta : \| \theta - \theta_0 \| \leq \delta \}$, $L_1^{(2)}(\theta)$ exists and satisfies

$$-A(\epsilon) \leq L_n^{(2)}(\hat{\theta}) - L_n^{(2)}(\theta) \leq A(\epsilon),$$

where $E_p$ is an identity matrix and $A(\epsilon)$ is a positive semi-definite symmetric matrix whose largest eigenvalue goes to zero as $\epsilon \to 0$.

**Assumption 4.** For any $\delta > 0$, as $n \to \infty$,

$$\int_{\mathcal{Q} - H(\theta, \delta)} q(\theta) d\theta \to 0,$$

where $\mathcal{Q}$ is the support space of $\theta$.

**Assumption 5.** The likelihood function under both the null hypothesis and the alternative hypothesis is regular so that the standard ML theory can be applied. Furthermore, if the null hypothesis is true, let $\theta_0 = (\theta_0, \psi_0)$ be true value of $\theta$, as $n \to \infty$, for any null sequence $k_n \to 0$, such that

$$\sup_{\| \theta - \theta_0 \| \leq k_n} n^{-1} \| I(\theta) - I(\theta_0) \| \to 0,$$

where $I(\theta) = \partial^2 \log p(y | \theta) / \partial \theta \partial \theta'$.

**Remark 3.7.** In the literature, Assumptions 1–4 have been used to develop the Bayesian large sample theory; see, for example, Chen (1985). Assumption 5 is a fundamental regularity condition for developing the standard ML theory. Based on these regularity conditions, Li et al. (2014) showed that

$$\bar{\theta} = E \left[ \theta | y, H_1 \right] = \int \theta p(\theta | y) d\theta = \hat{\theta} + o_p(n^{-1/2}),$$

$$V(\bar{\theta}) = E \left[ (\theta - \bar{\theta})(\theta - \bar{\theta})' | y, H_1 \right] = -L_n^{(2)}(\theta) + o_p(n^{-1}).$$

When the null hypothesis holds, we also have

$$\hat{\psi}_0 = E \left[ \psi | \theta_0, y, H_0 \right] = \int \psi p(\psi | \theta_0, y) d\psi = \hat{\psi}_0 + o_p(n^{-1/2}),$$

$$V(\hat{\psi}_0) = E \left[ (\psi - \hat{\psi}_0)(\psi - \hat{\psi}_0)' | y, H_0 \right] = -L_n^{(2)}(\hat{\psi}_0) + o_p(n^{-1}).$$

where $L_n(\hat{\psi}_0) = \partial^2 \log p(\psi | \theta_0, y) / \partial \psi \partial \psi$ and $\hat{\psi}_0$ is the local maximum of $\log p(\psi | \theta_0, y)$ under $H_0$.

**Lemma 3.1.** Let

$$J(\theta) = I^{-1}(\theta),$$

When the null hypothesis is true, and $\theta_0 = (\theta_0, \psi_0)$ is the true value of $\theta$, for any consistent estimator $\hat{\theta}$ of $\theta$, we have

$$I(\theta_0) = o_p(n), J(\hat{\theta}) = J(\theta_0) + o_p(n^{-1}) = O_p\left( n^{-1} \right).$$

**Lemma 3.2.** Let $\hat{\theta}_0 = (\hat{\theta}_0, \hat{\psi}_0)$ be the posterior mode of $\theta$ under the null hypothesis. Under Assumptions 1–5 and when the null hypothesis is true and the likelihood dominates the prior, we have

$$s(\theta_0) = O_p\left( n^{-1/2} \right), s(\hat{\theta}_0) = O_p\left( n^{-1/2} \right), C(\theta_0) = O_p(n), C(\hat{\theta}_0) = C(\theta_0) + o_p(n) = O_p(n).$$

Let the LM statistic (Breusch and Pagan, 1980) be

$$LM = s_0(\hat{\theta}_0) \left[ -J_{\theta \theta}(\hat{\theta}_0) \right] s_0(\hat{\theta}_0),$$

where $\hat{\theta}_0 = (\hat{\theta}_0, \hat{\psi}_0)$ is the ML estimator of $\theta$ under the null hypothesis, $s_0(\hat{\theta})$ is the score function corresponding to $\hat{\theta}$, $J_{\theta \theta}(\theta)$ is the submatrix of $J(\theta)$ corresponding to $\theta$.

**Theorem 3.1.** Under Assumptions 1–5, we can show that

$$T(y, \theta_0) = s_0(\theta_0) \left[ -L_{n, \theta \theta}(\theta) \right] s_0(\theta_0) + o_p(1),$$

where $L_{n, \theta \theta}$ is the submatrix of $L_n^{(2)}(\theta)$ corresponding to $\theta$. Furthermore, when the null hypothesis is true and the likelihood dominates the prior, we have

$$T(y, \theta_0) = LM + o_p(1) \to \chi^2(p).$$
Remark 3.8. From Eq. (10), $T(y, \theta_0)$ may be regarded as the Bayesian version of the LM statistic. However, the LM test is a frequentist test which is based on ML estimation of the model in the null hypothesis whereas our test is a Bayesian test which is based on the posterior quantities of the models under both the null hypothesis as well as the alternative hypothesis.

Remark 3.9. In Theorem 3.1, we can see that under the null hypothesis, the asymptotic distribution of $T(y, \theta_0)$ always follows the $\chi^2$ distribution and, hence, is independent of the nuisance parameters. This suggests that the new test is asymptotically pivotal, a property that compares favorably with the use of the subjective threshold values as in Bernardo and Rueda (2002) and Li and Yu (2012).

Remark 3.10. When the likelihood dominates the prior, the posterior mode, $\hat{\theta}$, reduces to the ML estimator of $\theta$ under the alternative hypothesis, and the posterior mode, $\hat{\theta}_0 = (\hat{\theta}_0, \hat{\psi}_0)$, reduces to the ML estimator of $\theta$ under the null hypothesis. From Eq. (9), we can see that

$$T(y, \theta_0) = s_0(\hat{\theta}_0) \left[ -L_{n, \theta}^{(2)}(\hat{\theta}) \right] s_0(\hat{\theta}_0) + o_p(1)$$

If the null hypothesis is false, according to the standard ML theory, we get

$$J(\theta_0) = J(\hat{\theta}) + o_p(n^{-1}) = J(\hat{\theta}) + o_p(n^{-1})$$

except that $J(\hat{\theta})$ is independent on $\theta$. This is because, under the alternative, $\hat{\theta}$ is a consistent estimator of $\theta$ whereas $\theta_0$ is not.

Remark 3.11. $T(y, \theta_0)$ can incorporate the prior information to improve statistical inference when the sample size is small. This property is shared by the BF but not by the LM test. To illustrate the idea, consider a simple example, where $y_1, \ldots, y_n \sim N(\theta, \sigma^2)$ with a known variance $\sigma^2 = 1$. The true value of $\theta$ is set at $\theta_0 = 0.25$. The prior distribution of $\theta$ is set as $N(\mu_0, \tau^2)$. The simple point null hypothesis is $H_0: \theta = 0$. It can be shown that

$$2 \log BF_{10} = \frac{(n\bar{y} \tau^2 + \mu_0 \sigma^2 \tau^2)}{(\sigma^2 + \tau^2)} + \log \frac{\sigma^2}{\tau^2} + \frac{\bar{y}^2}{\sigma^2},$$

$$T(y, \theta_0) = \frac{\tau^2 \sigma^2}{\bar{y} \tau^2 + \sigma^2} \left[ \frac{n\bar{y}}{\sigma^2} + \frac{\mu_0 \tau^2}{\tau^2} \right], \quad LM = \frac{n\bar{y}^2}{\tau^2},$$

where $\bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i$. When $n \rightarrow \infty$, $T(y, \theta_0) \rightarrow LM$ and the asymptotic distribution for both $T(y, \theta_0)$ and $LM$ is $\chi^2(1)$. Let us consider the case that corresponds to an informative prior $N(0.25, 10^{-4})$ and compare it to the case that corresponds to a non-informative prior $N(0, 10^4)$. Table 1 reports $2 \log BF_{10}$, $T(y, \theta_0)$, and LM when $n = 10, 100, 1000, 10,000$ under these two priors. It can be seen that both the BF and the new test depend on the prior (although the BF tends to choose the wrong model under the vague prior even when the sample size is very large) while the LM test is independent of the prior. When $n = 10$, $T(y, \theta_0)$ correctly rejects the null hypothesis when the prior is informative but fails to reject it when the prior is vague. In this case, the LM test fails to reject the null hypothesis under both priors.\(^1\)

Remark 3.12. It is well known that the BF is conservative compared to the likelihood ratio test; see, for example, Edwards et al. (1963), Kass and Raftery (1995) and Li et al. (2014). Our test is also less conservative than the BF since it is asymptotically pivotal. To illustrate this property, we consider the example in Remark 3.12 of Li et al. (2014). Let $y_1, \ldots, y_n \sim N(\theta, 1)$. The prior distribution of $\theta$ can be set as $N(0, \tau^2)$. We want to test the simple point null hypothesis $H_0: \theta = 0$. Suppose $\bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i = \sqrt{6.53} \frac{\bar{y}}{\tau}$ so that the critical level of the LM test is always kept at 99%. In this case, it can be shown that

$$2 \log BF_{10} = \frac{n \bar{y}^2}{\tau (n \tau + 1)} (\sqrt{n \bar{y}})^2 - \log (n \tau + 1),$$

$$T(y, \theta_0) = \frac{n \bar{y}^2}{\tau (n \tau + 1)} (\sqrt{n \bar{y}})^2$$

and $LM = (\sqrt{n \bar{y}})^2$. According to Fisher’s scale, we have “strong” evidence for the alternative hypothesis based on the LM test. Table 2 reports $2 \log BF_{10}$, $T(y, \theta_0)$, and LM when $\tau = 1$. It can be seen that the BF finds the evidence for the alternative hypothesis to be “positive” when $n = 10$. The evidence turns to be “not worth more than a bare mention” when $n = 100$, but to “negative” when $n = 1000, 10,000$. This result is consistent with the conservative property of the BF relative to the LM test. In the meantime, our test statistic is slightly more conservative than the LM test although the difference is smaller and the two statistics converge to each other as the sample size grows. When the user is conservative and has a highly informative prior, we caution against the idea of basing the hypothesis testing solely on the proposed test.

The implementation of the LM test requires the ML estimation of the null model. When it is hard to do the ML estimation, it will be difficult to calculate the LM statistic. This is the case for many models that involve latent variables. However, as long as the Bayesian MCMC methods are applicable, our test can be implemented. Moreover, our method offers two additional advantages over the LM test, which we explain below.

\(^1\) To implement the LM test, we use the following Fisher's scale. Let $a$ be the critical level and $P = 1 - a$. If $P$ is between 95% and 97.5%, the evidence for the alternative is “moderate”; between 97.5% and 99%, “substantial”; between 99% and 99.5%, “strong”; between 99.5% and 99.9%, “very strong”; larger than 99.9%, “overwhelming”. To implement the BF we use Jeffreys' scale instead. If $\log BF_{10}$ is less than 0, there is “negative” evidence for the alternative; between 0 and 1, “not worth more than a bare mention”; between 1 and 3, “positive”; between 3 and 5, “strong”; larger than 5, “very strong”.


### Table 1

<table>
<thead>
<tr>
<th>Prior</th>
<th>BF</th>
<th>T(y, θ₀)</th>
<th>LM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N(0.25, 10^{-4})$</td>
<td>10</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>$N(0, 10^4)$</td>
<td>10</td>
<td>100</td>
<td>10000</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Decision</th>
<th>n</th>
<th>BF</th>
<th>T(y, θ₀)</th>
<th>LM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>10</td>
<td>3.63383</td>
<td>6.03170</td>
<td>6.63490</td>
</tr>
<tr>
<td>Not worth mention</td>
<td>100</td>
<td>1.95408</td>
<td>6.56920</td>
<td>6.63420</td>
</tr>
<tr>
<td>Negative</td>
<td>1000</td>
<td>−0.28049</td>
<td>6.62830</td>
<td>6.63490</td>
</tr>
<tr>
<td>Negative</td>
<td>10000</td>
<td>−2.57621</td>
<td>6.63490</td>
<td>6.63490</td>
</tr>
</tbody>
</table>
In this case, we have $\text{T}(\by, \theta_0) = \int (\sigma^2 - \hat{\sigma}^2)^2 C(\theta_0) p(\sigma^2 | \by) d\sigma^2$. Hence, we only compare the BF and our proposed test. However, it is difficult to compute the NSE of the BF in this example.

4.1. Hypothesis testing in linear regression models

The first example is the simple linear regression model:

$$y_i = \alpha + \beta x_i + \epsilon_i, \quad \epsilon_i \sim i.i.d. N(0, \sigma^2), \quad i = 1, \ldots, n. \quad (11)$$

We would like to test $H_0: \beta = \beta_0$ against $H_1: \beta \neq \beta_0$. Assume that the prior distributions for $(\alpha, \beta)$ and $\sigma^2$ are normal and inverse gamma, respectively,

$$(\alpha, \beta)^T \sim N(\hat{\mu}, \sigma^2 I), \quad \sigma^2 \sim IG(a, b),$$

where $\hat{\mu} = (\mu_\alpha, \mu_\beta), V = \text{diag}(V_\alpha, V_\beta)$.

The marginal likelihood for the model under $H_0$ is given by

$$p(\by | M_0) = \frac{b^\alpha \Gamma(\frac{a + \frac{1}{2}}{2})}{(2\pi)^\frac{p}{2} \Gamma(a)} \left[ \frac{1}{n V_\alpha + 1} \right] \times \left[ b + \frac{1}{2} \left( (y - \beta_0 \epsilon) (y - \beta_0 x) + \frac{\mu_\sigma^2}{V_\sigma} \right) \right]^{-\left(\frac{n}{2} + \frac{1}{2}\right)}.$$
Since both the priors and the likelihood function are in the Normal-Gamma form, we can directly draw samples from their posterior joint distributions under $H_0$ and $H_1$. In particular, 35,000 random draws are sampled from the posterior distributions for Bayesian statistical inference.

Table 3 reports log BF$_{10}$, $T(y, \theta_0)$, the posterior means and the posterior standard errors of all the parameters under $H_1$ for different values of $V_p$. From Table 3, we observe that the posterior quantities of all three parameters are robust to $V_p$. However, log BF$_{10}$ is very sensitive to $V_p$. In particular, log BF$_{10}$ decreases as $V_p$ increases. When the prior variance $V_p$ is moderate, log BF$_{10}$ is more than 0 and tends to reject the null hypothesis. When $V_p$ is sufficiently large, log BF$_{10}$ is less than 0 and does not reject the null hypothesis. This observation clearly demonstrates that the BF is subject to Jeffreys-Lindley’s paradox. On the contrary, $T(y, \theta_0)$ takes nearly identical values with different $V_p$. Therefore, $T(y, \theta_0)$ is immune to Jeffreys-Lindley’s paradox. The asymptotic distribution of $T(y, \theta_0)$ under $H_0$ is $\chi^2(1)$, and the 99.9 percentiles of $\chi^2(1)$ is 10.83. $T(y, \theta_0)$ is much larger than 10.83 in all cases, suggesting that the null hypothesis is rejected under the 99.9% probability level.

To investigate the sensitivity of our proposed test statistic and BF, Table 4 reported log BF$_{10}$, $T(y, \theta_0)$, the posterior mean and the posterior standard error of all the parameters under different values of $(a, b)$ given the prior hyperparameters $(\mu_a = 0, \sigma_a = 10^4, \mu_b = 0, \sigma_b = 10^2)$. The results clearly show the sensitivity of the BF to the prior because the BF values change the sign. In the contrast, our test statistic does not change a lot and always supports the alternative hypothesis.

4.2. Hypothesis testing in discrete choice models

The probit model is widely used to analyze binary choice data. In this section, we fit the probit model to a dataset originally used in Mroz (1987). Since the observed data likelihood in the probit model is available in closed-form, we can directly compute the proposed Bayesian test statistic $T(y, \theta_0)$ based on the MCMC output. Also, the LM test can be easily obtained.

In the probit model, we take the married women’s labor force participation (inf) as the binary dependent variable (y) and $nuwifeinc, educ, exper, expersq, age, kedsit6$, and kidsge6 are taken as independent variables; see Wooldridge (2002) for detailed explanation of these variables. The latent variable representation of the model is given by

$$ z = \theta_0 + \theta_1 \text{nuwifeinc} + \theta_2 \text{educ} + \theta_3 \text{exper} + \theta_4 \text{expersq} + \theta_5 \text{kedsit6} + \theta_6 \text{kidsge6} + e, $$

where $z$ is the latent variable, $e$ follows a standard normal distribution, and $inf$ takes value 1 if $z > 0$, and 0 otherwise.

Proper but vague priors are used for all the regression coefficients. Specifically, each element of $\theta$ is assumed to follow the normal distribution with mean 0 and variance $10^4$. In this example, we test a joint point null hypothesis and an individual point null hypothesis. In particular, we test whether exper and expersq have the joint explanatory power for $y$ and whether kidsge6 has the explanatory power for $y$. Hence, the null hypothesis is $\theta_4 = 0$ in the individual test and $\theta_3 = \theta_6 = 0$ in the joint test.

Following Koop (2003), 35,000 draws are obtained using the Gibbs sampler under $H_0$ and $H_1$ with the first 10,000 samples discarded as burning-in samples. The convergence of Markov chains is monitored using the statistic of Heidelberger and Welch (1983). The parameter estimates and their corresponding standard errors under $H_1$ for both the Bayesian method and the ML method are reported in Table 5. For the Bayesian method, we report the posterior means and the posterior standard errors. For the ML method, we report the ML estimates and the asymptotic standard errors. Clearly, the difference between the two sets of results is small.

Since $T(y, \theta_0)$ does not have a closed-form expression, we cannot obtain its estimate, $T(y, \theta_0)$, from the MCMC outputs. The estimate and the NSE (in the bracket) are reported in Table 6. Since the observed likelihood function has an analytical expression, the LM test can be easily obtained and is reported in Table 6. In addition, the estimator of log BF$_{10}$ and its NSE are also reported in Table 6. The details about the derivation of these statistics are given in Appendix A5.

For the individual test, the asymptotic distribution of $T(y, \theta_0)$ under $H_0$ is $\chi^2(1)$ whose 95 percentiles is 3.8415. According to $T(y, \theta_0)$ and the LM statistic, the hypothesis $\theta_4 = 0$ cannot be rejected, suggesting that kidsge6 does not have a significant explanatory power on $y$. Furthermore, these two values are very close to each other, consistent with the result in Theorem 3.1. What is more, the BF also strongly support the null hypothesis, reinforcing the conclusion drawn from the other two statistics. The NSEs of the new test and log BF$_{10}$ are of smaller order of magnitude than the corresponding statistics.

For the joint test, the asymptotic distribution of $T(y, \theta_0)$ under $H_0$ is $\chi^2(2)$ whose 99.99 percentiles is 18.42. According to $T(y, \theta_0)$ and the LM statistic, the null hypothesis is rejected under the 99.99% probability level. Similarly, the LM statistic is much larger than the 99.99 percentiles of $\chi^2(2)$ and rejects the null hypothesis. The BF also strongly supports the alternative hypothesis. The three statistics all provide the “strong” evidence that exper and expersq have the joint explanatory power on $y$. Furthermore, the difference between $T(y, \theta_0)$ and the LM statistic is significant. It suggests that these two test statistics may differ significantly when the null hypothesis is not held, consistent with
Remark 3.10. The NSEs of the new test and the proposed test statistic, the LM test statistic, are of smaller order of magnitude than the corresponding statistics.

4.3. Hypothesis testing in stochastic conditional duration models

The third example is a simple extension of the stochastic conditional duration (SCD) model of Bauwens and Veredas (2004), given by

\[ d_t = \exp(\phi_i) \varepsilon_t, \]

\[ \phi_t = \phi \varepsilon_{t-1} + \alpha + \beta \varepsilon_t + \sigma \varepsilon_t, \]

\[ \varepsilon_t \sim N(0, 1), \]

\[ \varepsilon_t \sim N(\alpha + \beta \varepsilon_{t-1}, \sigma^2), \]

for \( t = 1, \ldots, T \). In this model, \( d_t \) is the adjusted duration; \( \varepsilon_t \) is the latent variable which is potentially serially correlated and \( \phi \) is assumed to be less than 1; \( \beta = (\beta_1, \beta_2) \), \( \beta_1 = (P_t-1, \text{VOL}_{t-1}) \), where \( P_t-1 \) is the price of the underlying stock at time \( t - 1 \) and \( \text{VOL}_{t-1} \) is the trading volume of the stock at time \( t - 1 \); \( \varepsilon_t \) and \( \varepsilon_t \) are independent random errors.

The data, collected from the TAQ database, are the time intervals ( durations ) between transactions for IBM between September 3, 1996 and September 30, 1996. Following Bauwens and Veredas (2004), the transaction data before 9:30 and after 16:00 are excluded and the simultaneous trades are treated as one single transaction. As a result, we are left with 17,103 raw durations.

Following Engle and Russell (1998), we adjust the raw durations using the daily season factor \( S_t (t) \) which is assumed to be a cubic spline with each node being the average duration on each half hour from 9:30 to 16:00, i.e.,

\[ d_t = \frac{D_t}{S_t (t)}, \]

where \( D_t \) is the raw durations. Similar adjustments are also made to the prices and the volumes. We first test whether or not the price and the traded volume at time \( t - 1 \) have a joint impact on the duration at time \( t \), i.e., \( \beta_1 = \beta_2 = 0 \). Furthermore, we also test whether the individual effect is significant or not, i.e., \( \beta_1 = 0 \) and \( \beta_2 = 0 \).

Because the observed-data likelihood function is not available in closed-form, it is very hard to calculate the LM statistic even for the model under the null hypothesis. However, since the complete-data likelihood function has an analytical expression, the data augmentation technique facilitates the Bayesian MCMC estimation of the models. As a result, the proposed statistic is easy to calculate and the detailed derivation of \( \hat{T} (d, \theta_0) \) is reported in Appendix A.6. The prior distributions for parameters are given as follows,

\[ \phi = 2\phi^* - 1, \quad \phi^* \sim \text{Beta}(1, 1), \quad \sigma^2 \sim IG (0.01, 0.01), \quad (\alpha, \beta^*) \sim \text{N} (0, 100 \times \sigma^2 I_2) \]

where \( I_2 \) is a 3 \times 3 identity matrix. 55,000 MCMC draws are obtained with the first 15,000 being treated as the burn-in samples. Again, we use the statistic of Heidelberger and Welch (1983) to check the convergence of all the chains. The posterior means and posterior standard errors of all the parameters under the three null hypotheses and the alternative hypothesis are reported in Table 7.

Table 8 reports the values of the new statistic and the BF and the computing time (in seconds) of the new test in the three cases. For hypotheses \( \beta_1 = \beta_2 = 0 \) and \( \beta_2 = 0, \beta_1 = \hat{T} (d, \theta_0) \) strongly reject the null hypothesis, even under the 99.9% probability level. This is consistent with the BFs, which also strongly support the model under \( H_1 \). For hypothesis \( \beta_1 = 0 \), the BF does not find strong evidence for the alternative hypothesis with “not worth more than a bare mention” evidence. Our proposed statistic also fails to reject the null hypothesis at the 95% probability level.

Finally, from Table 8, we can show that the new statistic takes less time to compute than the BF. Moreover, the NSEs of the new test are of a smaller order of magnitude than the corresponding statistics. However, the NSEs of the BFs are difficult to obtain because the log-likelihood is not available in closed-form for the SCD model.

5. Conclusion

In this paper, we have proposed a new Bayesian test statistic to test a point null hypothesis based on a quadratic loss function. Under the null hypothesis and a set of regularity conditions, we show that our test is asymptotically equivalent to frequentist’s LM test and follows a chi-squared distribution asymptotically. The proposed method is illustrated using a simple linear regression model, a discrete choice model and a stochastic conditional duration model.

The main advantages of the proposed test statistic are as follows. Relative to the BF, (i) it is well-defined under improper prior distributions; (ii) it is immune to Jeffreys–Lindley’s paradox; (iii) it is easy to compute, even for the latent variable models; (iv) its asymptotic distribution is pivotal so that the threshold values are easy to obtain; (v) its NSE can be easily obtained. Relative to the LM test, (i) it can incorporate the prior information to improve hypothesis testing when the sample size is small; (ii) it does not suffer from the problem of taking negative values; (iii) it does not need to invert any matrix.

Appendix

A.1. Proof of Lemma 3.1

When the likelihood information dominates the prior information, the posterior mean \( \hat{\theta} \) reduces to the ML estimator \( \hat{\theta} \), under
the alternative hypothesis. When $H_0$ is true, let $\hat{\theta}_0 = (\hat{\theta}_0, \hat{\psi}_0)$ be the true value of $\theta$. According to the standard ML theory and the central limit theorem, it can be shown that

$$\sqrt{n}(\hat{\theta} - \theta_0) \xrightarrow{d} N[0, F(\theta_0)],$$

where $F(\theta_0) = nF^{-1}(\theta_0)$, $I(\theta_0) = -E[I(\theta_0)]$ is the Fisher information matrix, and

$$I(\theta) = \frac{\partial^2 \log p(y|\theta)}{\partial \theta \partial \theta^\prime} = I^{(2)}(\theta).$$

Under the standard regularity conditions, as $n \to \infty$, we have $-nI(\theta_0) \xrightarrow{p} F(\theta_0)$, where $I(\theta_0)$ is the inverse matrix of $I(\theta_0)$. Therefore, it can be shown that

$$\sqrt{n}(\hat{\theta} - \theta_0) \sim O_p(n^{-1/2}).$$

For any consistent estimator of $\theta$, say $\tilde{\theta}$, there exists a positive sequence $k_n \to 0$ such that $p(||\tilde{\theta} - \theta_0|| \leq k_n^2) \geq 1 - k_n$. Hence, when $n$ is large enough, we can find some $N > 0$, and $n > N$ to make $||\tilde{\theta} - \theta_0|| \leq k_n$. Under Assumption 5, we have

$$\frac{1}{n}||I(\theta) - I(\theta_0)|| \leq \sup_{||\theta - \theta_0|| \leq k_n} \frac{1}{n}||I(\theta) - I(\theta_0)|| \xrightarrow{p} 0.$$ 

Hence, for any consistent estimator $\tilde{\theta}$, we have $I(\tilde{\theta}) = I(\theta_0) + o_p(n)$ and that $I(\tilde{\theta}) = O_p(n)$. Similarly, $J(\tilde{\theta}) = J(\theta_0) + o_p(n^{-1})$ and $J(\tilde{\theta}) = O_p(n^{-1})$.

### A.2. Proof of Lemma 3.2

When the likelihood information dominates the prior information, the posterior mode $\hat{\theta}_0$ of $\theta$ under the null hypothesis reduces to the ML estimator of $\theta$ under the null hypothesis and $\hat{s}(\theta) = s(\theta)$. Similar to Lemma 3.1, when $H_0$ is true, according to the standard ML theory, we have

$$\frac{1}{\sqrt{n}}s(\theta_0) \sim N[0, F(\theta_0)],$$

$$\sqrt{n}(\hat{\psi}_0 - \psi_0) \sim N[0, F_{\psi\psi}(\theta_0)],$$

where $F_{\psi\psi}(\theta_0)$ is the submatrix of $F(\theta_0)$ corresponding to $\psi$. Hence, we have

$s(\theta_0) = O_p(n^{1/2}),$ \hspace{1cm} $\hat{\psi}_0 - \psi_0 = O_p(n^{-1/2}),$

$\hat{\theta}_0 - \theta_0 = O_p(n^{-1/2}).$

Furthermore, based on Remark 3.7, it can be shown that

$s(\hat{\psi}_0) = s(\psi_0) + \nabla \theta s(\theta_0) \hat{\theta}_0 + o_p(n^{1/2}),$

$\hat{\psi}_0 - \psi_0 = s(\psi_0) + O_p(n^{-1/2}).$

Using the first-order Taylor expansion, we have

$$s(\hat{\theta}_0) = s(\theta_0) + s(\theta_0) \hat{\theta}_0 + o_p(n).$$

Similarly, since $\hat{\theta}_0 - \theta_0 = O_p(n^{-1/2})$, it means that $\hat{\theta}_0$ is a consistent estimator of $\theta_0$ so that $\hat{\theta}_0$ is also a consistent estimator of $\theta_0$. Hence, we get

$s(\hat{\theta}_0) = O_p(n^{-1/2}).$

A similar approach can be used to show that $\hat{s}(\psi_0)$ and $s(\theta_0)$ are also consistent for $\theta_0$.

### Table 7

The posterior means and posterior standard errors of all the parameters under the three null hypotheses and the alternative hypothesis for the SCD model.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>$\alpha$</th>
<th>$\phi$</th>
<th>$\sigma^2$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0$</td>
<td>Mean</td>
<td>SE</td>
<td>Mean</td>
<td>SE</td>
<td>Mean</td>
</tr>
<tr>
<td>$H_0: \beta_1 = \beta_2 = 0$</td>
<td>0.1147</td>
<td>0.0364</td>
<td>0.9473</td>
<td>0.0061</td>
<td>0.0209</td>
</tr>
<tr>
<td>$H_0: \beta_1 = \beta_2 = 0$</td>
<td>-0.052</td>
<td>0.014</td>
<td>0.9523</td>
<td>0.0059</td>
<td>0.0204</td>
</tr>
<tr>
<td>$H_0: \beta_1 = \beta_2 = 0$</td>
<td>0.039</td>
<td>0.018</td>
<td>0.9498</td>
<td>0.0049</td>
<td>0.0204</td>
</tr>
<tr>
<td>$H_0: \beta_1 = \beta_2 = 0$</td>
<td>0.0849</td>
<td>0.0354</td>
<td>0.9504</td>
<td>0.0055</td>
<td>0.0208</td>
</tr>
</tbody>
</table>

### Table 8

The proposed test statistic, $\sqrt{n} \hat{\psi}_0$, their computing time (in seconds), and the numerical standard errors of the proposed test statistic (in the bracket).

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>$\beta_1 = \beta_2 = 0$</th>
<th>$\beta_1 = 0$</th>
<th>$\beta_2 = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\psi}_0$</td>
<td>17.8312 (0.6262)</td>
<td>23.2090 (0.2979)</td>
<td>14.8087 (0.4107)</td>
</tr>
<tr>
<td>Time for $\hat{\psi}_0$</td>
<td>4116.1709</td>
<td>4634.9620</td>
<td>3840.8727</td>
</tr>
<tr>
<td>$\log BF_{00}$</td>
<td>17.9863</td>
<td>0.8196</td>
<td>18.9603</td>
</tr>
<tr>
<td>Time for $\log BF_{00}$</td>
<td>6889.1324</td>
<td>6913.0687</td>
<td>6510.5200</td>
</tr>
</tbody>
</table>
A.3. Proof of Theorem 3.1

Using the Bayesian large sample theory, we have

\[
E \left[ (\hat{\theta} - \theta)(\theta - \hat{\theta})' (\theta - \hat{\theta}) \right] = E \left[ (\hat{\theta} - \theta + \hat{\theta} - \theta)(\theta - \hat{\theta})' (\theta - \hat{\theta}) \right] = E \left[ (\theta - \hat{\theta})(\theta - \hat{\theta})' \right] + 2E \left[ (\theta - \hat{\theta})(\theta - \hat{\theta}) \right] (\hat{\theta} - \theta)'
\]

\[
= E \left[ (\theta - \hat{\theta})(\theta - \hat{\theta})' \right] - 2(\theta - \hat{\theta})(\theta - \hat{\theta}) + (\theta - \hat{\theta})(\theta - \hat{\theta})'\]

\[
= E \left[ (\theta - \hat{\theta})(\theta - \hat{\theta})' \right] - 2(\theta - \hat{\theta})(\theta - \hat{\theta}) - (\theta - \hat{\theta})(\theta - \hat{\theta})
\]

\[
= -L_n(\hat{\theta}) + o_p(n^{-1}) + o_p(n^{-1/2})o_p(n^{-1/2}).
\]

The last equality \( E \left[ (\theta - \hat{\theta})(\theta - \hat{\theta})' \right] = -L_n(\hat{\theta}) + o_p(n^{-1}) \) follows from the assumptions listed in Section 3.2. Hence, we have

\[
T(\mathbf{y}, \theta_0) = \int (\theta - \hat{\theta})'(C_{\theta\theta}(\hat{\theta}) - \theta)(\theta - \hat{\theta})' d\theta
\]

\[
= \int [C_{\theta\theta}(\hat{\theta})E(\theta - \hat{\theta})(\theta - \hat{\theta})'] d\theta
\]

\[
= \int [C_{\theta\theta}(\hat{\theta})E \left( -L_n(\hat{\theta}) + o_p(n^{-1}) \right) ] d\theta
\]

\[
= \int \left( [C_{\theta\theta}(\hat{\theta}) + o_p(n)] \left[ -L_n(\hat{\theta}) + o_p(n^{-1}) \right] + o_p(n) \right) d\theta
\]

\[
= \int \left( S_{\theta\theta}(\hat{\theta})S_{\theta\theta}(\hat{\theta})' \left[ -L_n(\hat{\theta}) + o_p(n^{-1}) \right] + o_p(n) \right) d\theta
\]

\[
= \int \left( S_{\theta\theta}(\hat{\theta})S_{\theta\theta}(\hat{\theta})' + o_p(n) \right) d\theta
\]

\[
= \int \left( S_{\theta\theta}(\hat{\theta})S_{\theta\theta}(\hat{\theta})' + o_p(n) \right) d\theta
\]

\[
= \int \left( S_{\theta\theta}(\hat{\theta})S_{\theta\theta}(\hat{\theta})' + o_p(n) \right) d\theta
\]

\[
= \int \left( S_{\theta\theta}(\hat{\theta})S_{\theta\theta}(\hat{\theta})' + o_p(n) \right) d\theta
\]

\[
= \int \left( S_{\theta\theta}(\hat{\theta})S_{\theta\theta}(\hat{\theta})' + o_p(n) \right) d\theta
\]

This proves Eq. (9) in the theorem.

When the likelihood information dominates the prior information, the posterior mode \( \hat{\theta} \) reduces to the ML estimator of \( \theta \) under the alternative hypothesis, the posterior mode \( \hat{\psi}_0 \) to the ML estimator of \( \psi \) under the null hypothesis, and \( L^{(2)}(\theta) \) to \( I(\theta) \), \( \hat{s}(\theta) \) to \( \hat{s}(\theta) \). Under \( H_0 \), let \( \theta_0 = (\theta_0, \psi_0) \) be the true value of \( \theta \), and \( \hat{\theta}_0 = (\hat{\theta}_0, \hat{\psi}_0) \) be the ML estimator of \( \theta \). Then, when the null hypothesis is true, \( \theta \) and \( \hat{\theta}_0 \) are both consistent estimators of \( \theta \). Hence, based on Lemmas 3.1 and 3.2, we get

\[
J(\hat{\theta}) = I^{-1}(\hat{\theta}) = [I(\theta_0) + o_p(n^{-1})]^{-1} + o_p(n^{-1})
\]

\[
J(\theta_0) = I^{-1}(\theta_0) = [I(\theta_0) + o_p(n^{-1})]^{-1} + o_p(n^{-1})
\]

Then, we can further derive that

\[
T(\mathbf{y}, \theta_0) = \int (\theta - \hat{\theta})'(C_{\theta\theta}(\hat{\theta}) - \theta)(\theta - \hat{\theta})' d\theta
\]

\[
= S_{\theta\theta}(\hat{\theta})'[ - L_{\theta\theta}(\hat{\theta}) S_{\theta\theta}(\hat{\theta}) + o_p(1)]
\]

\[
= -S_{\theta\theta}(\hat{\theta})'[ L_{\theta\theta}(\hat{\theta}) S_{\theta\theta}(\hat{\theta}) + o_p(1)]
\]

\[
= -S_{\theta\theta}(\hat{\theta})'[ L_{\theta\theta}(\hat{\theta}) S_{\theta\theta}(\hat{\theta}) + o_p(1)]
\]

\[
= -S_{\theta\theta}(\hat{\theta})'[ L_{\theta\theta}(\hat{\theta}) S_{\theta\theta}(\hat{\theta}) + o_p(1)]
\]

\[
= -S_{\theta\theta}(\hat{\theta})'[ L_{\theta\theta}(\hat{\theta}) S_{\theta\theta}(\hat{\theta}) + o_p(1)]
\]

According to the standard ML theory, under the null hypothesis, \( LM_{10} \sim \chi^2(p) \). Therefore, \( T(\mathbf{y}, \theta_0) \sim \chi^2(p) \) and the theorem is proved.

A.4. Derivation of \( T(\mathbf{y}, \theta_0) \) and the BF in linear regression model

It is known that the log BF_{10} can be expressed as

\[
\log BF_{10} = \log p(\mathbf{y} | M_1) - \log p(\mathbf{y} | M_0).
\]

In the simple linear regression model, under \( H_0 \), the marginal likelihood \( p(\mathbf{y} | M_0) \) is given by

\[
p(\mathbf{y} | M_0) = \int \int p(\mathbf{y} | \alpha, \beta_0, p(\alpha | \sigma^2), p(\sigma^2)) d\alpha d\sigma^2
\]

\[
= \frac{b^a}{(2\pi)^2 \Gamma(a)} \int \int \exp \left( -\frac{1}{2\sigma^2} \sum_{i=1}^{n} \left( y_i - \alpha - \beta_0 x_i \right)^2 \right) \times \frac{1}{\sqrt{2\pi \sigma^2}} \exp \left( -\frac{(\alpha - \mu_\alpha)^2}{2\sigma^2 \mu_\alpha} \right) \times \left( \sigma^2 \right)^{-\frac{a}{2} - 1} \exp \left( -\frac{b}{\sigma^2} \right) d\sigma d\alpha^2
\]

\[
= \frac{b^a}{(2\pi)^2 \Gamma(a)} \int \int \frac{1}{\sqrt{2\pi \sigma^2}} \exp \left( -\frac{1}{2\sigma^2} \sum_{i=1}^{n} \left( y_i - \beta_0 x_i \right)^2 \right) \times \left( \sigma^2 \right)^{-\frac{a}{2} - 1} \exp \left( -\frac{b}{\sigma^2} \right) d\sigma d\alpha^2
\]

\[
= \frac{b^a}{(2\pi)^2 \Gamma(a)} \int \int \frac{1}{\sqrt{2\pi \sigma^2}} \exp \left( -\frac{1}{2\sigma^2} \sum_{i=1}^{n} \left( y_i - \beta_0 x_i \right)^2 \right) \times \left( \sigma^2 \right)^{-\frac{a}{2} - 1} \exp \left( -\frac{b}{\sigma^2} \right) d\sigma d\alpha^2
\]
where \( y \) is \( N \left( \tilde{\mu}, \sigma^2 \tilde{V} \right) \), where \( \tilde{\mu} = (\mu_\alpha, \mu_\beta) \), \( \tilde{V} = \text{diag} (\sigma_\alpha^2, \sigma_\beta^2) \). Similarly, the marginal likelihood \( p(y|M_1) \) is

\[
p(y|M_1) = \int \int p(y|\beta, \alpha) p(\gamma|\sigma^2) p(\sigma^2) \, dy \, d\sigma^2
\]

\[
= \frac{b^n}{(2\pi)^{3/2} \Gamma(a)} \sqrt{|V|} \int \int \left( \sigma^2 \right)^{-a - \frac{n}{2} - 1} \exp \left( - \frac{y^2}{2\sigma^2} \right) \left( \gamma - \tilde{\mu} \right)^\gamma \gamma - \gamma \\
\times \frac{1}{2\pi |V|^{1/2} \sigma^2} \, dy \, d\sigma^2
\]

\[
= \frac{b^n}{(2\pi)^{3/2} \Gamma(a)} \sqrt{|V|} \int \int \left( \sigma^2 \right)^{-a - \frac{n}{2} - 1} \exp \left( - \frac{y^2}{2\sigma^2} \right) \left( \gamma - \tilde{\mu} \right)^\gamma \gamma - \gamma \\
\times \left( \gamma' \left( X'X + \tilde{V}\tilde{\mu} \right) \gamma - \gamma' \left( X'Y + \tilde{V}\tilde{\mu} \right) \right) \, dy \, d\sigma^2
\]

In the following, we show how to calculate \( T(y, \theta_0) \). It is noted that the log-likelihood function is:

\[
\log p(y|\theta) = -\frac{n}{2} \log (2\pi) - \frac{n}{2} \log \sigma^2 - \frac{1}{2\sigma^2} \sum_{i=1}^{n} (y_i - \alpha - \beta x_i)^2.
\]

Hence, given \( \theta = (\alpha, \beta, \sigma^2)^T \), for \( H_0 \) of \( \theta = \beta \), we have

\[
s(\theta) = \left( \frac{1}{\sigma^2} \sum_{i=1}^{n} (y_i - \alpha - \beta x_i) \right)^T \\
\times \left( \frac{1}{\sigma^2} + \frac{1}{\sigma^2} \sum_{i=1}^{n} (y_i - \alpha - \beta x_i)^2 \right)^{-1/2},
\]

and

\[
C_{\alpha\sigma} (\hat{\theta}_0) = \left[ \frac{1}{\sigma_0^2} \sum_{i=1}^{n} (y_i - \tilde{\alpha}_0 - \beta_0 x_i) \right]^2 \\
\times \left[ \frac{1}{\sigma_0^2} (y - \tilde{\alpha}_0 - \beta_0 x) \right]^2,
\]

where \( \hat{\alpha}_0 \) and \( \hat{\sigma}_0^2 \) are the posterior means of \( \alpha \) and \( \sigma^2 \) under \( H_0 \).

Since the likelihood and the prior are both in the Normal-Gamma form, based on the previous derivation of \( p(y|M_1) \), if we integrate the \( \sigma^2 \), we can have the posterior density of \( \gamma = (\alpha, \beta)' \)

\[
\pi (\gamma | y) \propto \left[ b + \frac{1}{2} \left( (\tilde{\mu})' \tilde{V}^{-1} \tilde{\mu} + y'y - (\mu^*)'V^{-1} \mu^* \right) \right]^{2a+n+1} \\
\times \left[ 1 + \frac{1}{2\sqrt{V}} (\gamma' \gamma)^{2a+n+1} \right].
\]

which is a density function of multivariate t distribution with degrees of freedom \( \nu = 2a + n \), mean \( \mu^* \), and a positive definite symmetric matrix, \( V^* \). That is,

\[
y | y \sim t (\mu^*, 2\nu V^*, \nu).
\]

Let

\[
\mu^* = \left( \frac{\mu_1^*}{\mu_2^*} \right), \quad V^* = \left( \begin{array}{cc}
V_{11}^* & V_{12}^* \\
V_{21}^* & V_{22}^* 
\end{array} \right).
\]

It is easy to show that \( \beta | y \sim t (\mu_2^*, 2\nu V_{22}^*, \nu) \). Then, the posterior variance of \( \beta \) is \( \text{Var} (\beta | y) = \frac{2V_{22}^*}{\nu} \). Hence, the proposed test statistic can be calculated analytically as

\[
T(y, \theta_0) = C_{\alpha\sigma} (\hat{\theta}_0) \text{Var} (\beta | y) = \frac{2V_{22}^*}{\nu - 2} C_{\alpha\sigma} (\hat{\theta}_0).
\]
A5. Derivation of the BF and $T(y, \theta_0)$ in the probit model

In the binary probit model, for each $y_i, i = 1, 2, \ldots, n$, there is a corresponding latent variable $z_i$ that satisfies:

\[
\begin{cases}
y_i = 1 & \text{if } z_i \geq 0 \\
y_i = 0 & \text{if } z_i < 0,
\end{cases}
\]

and

\[z_i = x_i' \psi + x_i' \theta + e_i,
\]

where $\theta$ is the $(p+q) \times 1$ parameter vector measuring the marginal effects and $e_i \sim N(0, 1)$ for $i = 1, \ldots, n$.

Rewrite the above equation as:

\[z_i = x_i' \psi + x_i' \theta + e_i.
\]

For each $i$, we have

\[
\begin{align*}
p(y_i = 1|\theta) &= p(z_i \geq 0|\theta) = p(e_i \geq - (x_i' \psi + x_i' \theta)|\theta) \\
&= \Phi \left(2y_i - 1 \right) (x_i' \psi + x_i' \theta),
\end{align*}
\]

\[
\begin{align*}
p(y_i = 0|\theta) &= p(z_i < 0|\theta) = p(e_i < - (x_i' \psi + x_i' \theta)|\theta) \\
&= \Phi \left(2y_i - 1 \right) (x_i' \psi + x_i' \theta).
\end{align*}
\]

where the $\Phi(\cdot)$ is the standard normal cumulative distribution function. Note that the log-likelihood function is:

\[
\log p(y|\theta) = \sum_{i=1}^{n} \log \Phi \left[ q_i \left( x_i' \psi + x_i' \theta \right) \right],
\]

where $q_i = 2y_i - 1$.

The estimator of $T(y, \theta_0)$ and its NSE.

For $H_0$ of $\theta = 0$, note that

\[
\frac{\partial \log p(y|\theta)}{\partial \theta} = \sum_{i=1}^{n} \phi \left[ q_i \left( x_i' \psi + x_i' \theta \right) \right] x_{i2},
\]

where $\phi(\cdot)$ is the pdf of the standard normal distribution. The proposed test statistic is

\[
T(y, \theta_0) = \int (\theta - \bar{\theta})' C_{\theta \theta} (\bar{\theta}) (\theta - \bar{\theta}) p(\theta|y) \, d\theta,
\]

where

\[
C_{\theta \theta} (\bar{\theta}) = \left( \frac{\partial \log p(y|\theta)}{\partial \theta} \right)' \left( \frac{\partial \log p(y, \theta)}{\partial \theta} \right) |_{\theta = \bar{\theta}} = \left( \sum_{i=1}^{n} \phi \left[ q_i \left( x_i' \psi + x_i' \theta \right) \right] q_{x_{i2}} \right) \times \left( \sum_{i=1}^{n} \phi \left[ q_i \left( x_i' \psi + x_i' \theta \right) \right] q_{x_{i2}} \right) \cdot
\]

where $\bar{\theta}$ is the posterior mean of $\theta$ under $H_0$.

To sum up, to compute the $\hat{T}(y, \theta_0)$, we firstly draw MCMC samples for the model under $H_0$ and calculate $C_{\theta \theta} (\bar{\theta})$. We then draw MCMC samples for the model under $H_1$ to obtain $\{\theta(g)\}_{g=1}^{G} = \{\theta(\hat{g}), \psi(\hat{g})\}_{g=1}^{G}$. Naturally, the estimator of the statistic is

\[
\hat{T}(y, \theta_0) = \frac{1}{G} \sum_{g=1}^{G} f(\theta(g)).
\]

where

\[f(\theta(g) = (\theta(g) - \bar{\theta})' C_{\theta \theta} (\bar{\theta}) (\theta(g) - \bar{\theta}).
\]

where $\bar{\theta}$ is the posterior mean of $\theta$ for the model under $H_1$.

Following the discussion about the NSE in Section 3, the numerical variance of $T(y, \theta_0)$ is

\[
Var \left( \hat{T}(y, \theta_0) \right) = \frac{1}{G} \left[ \Omega_0 + 2 \sum_{k=1}^{q} \left( 1 - \frac{k}{q + 1} \right) \Omega_k \right],
\]

where

\[
\Omega_k = \frac{1}{G} \sum_{g=k+1}^{G} \left( f(\theta(g)) - \hat{T}(y, \theta_0) \right)^2.
\]

- The estimator of the BF and its NSE.

We know that the logarithmic observed likelihood function, $\log p(y|\theta)$, is given by

\[
\log p(y|\theta) = \sum_{i=1}^{n} \log \Phi \left[ q_i \left( x_i' \psi + x_i' \theta \right) \right],
\]

which is easy to compute. Based on Chib (1995), the logarithmic marginal likelihood under $H_1$, $\log p(y|M_1)$, is given by

\[
\log p(y|M_1) = \log p(y|\hat{\theta}) + \log p(\hat{\theta}) - \log p(\hat{\psi}|y, \theta_0).
\]

where $p(\hat{\theta})$ is the pdf of the prior evaluated at $\hat{\theta}$, $p(\hat{\psi}|y, \theta_0)$ is the pdf of the posterior distribution evaluated at $\hat{\theta}$. The posterior quantity can be approximated by

\[
\hat{\beta}(\hat{\theta}|y) = \frac{1}{G} \sum_{g=1}^{G} p(\theta|\hat{\theta}(g)),
\]

where $\{\hat{\theta}(g), \hat{\psi}(g) = 1, 2, \ldots, G\}$ are efficient random draws from $p(z|y, \hat{\theta})$ and the posterior distribution $p(\theta|z)$ has a closed-form expression in this model. The logarithmic marginal likelihood under $H_0$, $\log p(y|M_0)$, is given by

\[
\log p(y|M_0) = \log p(y|\hat{\theta}) + \log p(\hat{\psi}|y, \theta_0).
\]

Similarly, $\hat{\beta}(\hat{\psi}|y, \theta_0) = \sum_{g=1}^{G} p(\hat{\theta}(g)|\hat{\psi}(g), \theta_0)$, and $\{\hat{\psi}(g), g = 1, 2, \ldots, G\}$ are efficient random draws from $p(z|y, \theta_0)$.

Hence, the logarithmic BF can be estimated by

\[
\log BF_{10} = \left[ \log p(y|\hat{\theta}) + \log p(\hat{\theta}) - \log \hat{\beta}(\hat{\theta}|y) \right] - \left[ \log p(y|\hat{\theta}) + \log p(\hat{\psi}|y, \theta_0) - \log \hat{\beta}(\hat{\psi}|y, \theta_0) \right].
\]

To calculate the NSE, following Chib (1995), let $h^{(g)} = p(\hat{\theta}|\hat{\psi}(g))$, $h^{(g)} = p(\hat{\theta}(g)|\hat{\psi}(g), \theta_0)$, $h^{(g)} = h^{(g)}(h^{(g)} - h^{(g)})$, $\bar{h} = (\bar{h}, \bar{h})$, $\bar{h}_0 = \frac{1}{G} \sum_{g=1}^{G} h^{(g)}$, $\bar{h}_0 = \frac{1}{G} \sum_{g=1}^{G} h^{(g)}$. Then the numerical variance is

\[
Var \left( \log BF_{10} \right) = \left( \frac{\partial \log BF_{10}}{\partial h} \right)' \left( \frac{\partial \log BF_{10}}{\partial h} \right).
\]

\[
Var (h) = \frac{1}{G} \left[ \Omega_0 + \sum_{k=1}^{q} \left( 1 - \frac{k}{q + 1} \right) (\Omega_k + \Omega_k) \right],
\]

\[
\Omega_k = \frac{1}{G} \sum_{g=k+1}^{G} (h^{(g)} - \bar{h}) (h^{(g)} - \bar{h})',
\]

\[
\frac{\partial \log BF_{10}}{\partial h} = \left( -\hat{\beta}(\hat{\theta}|y) \right)^{-1}.
\]

A6. Derivation of the BF and $T(y, \theta_0)$ in the stochastic conditional duration model

To save the space, here we only discuss the most specification corresponding to $H_1$. For the SDC model under $H_1$, denoted as $M_1,$
given by
\[
\begin{align*}
\{d_t &= \exp(\psi_t) \epsilon_t, \\
\psi_t &= \phi \psi_{t-1} + \alpha + \chi_t \beta + \sigma \epsilon_t, \\
\epsilon_t &\sim \text{Exp}(1), \\
\alpha &\sim N(0, 1), \\
\chi_t &\sim N\left(\frac{\alpha + \chi_t \beta}{1 - \phi}, \frac{\sigma^2}{1 - \phi^2}\right),
\end{align*}
\]
we want to test whether $\beta = 0$ (hence $\theta = \beta$ in this case). As a result, the nuisance parameter $\psi = (\alpha, \phi, \sigma^2)'$ and $\theta = (\theta', \psi)'$.

- The estimator of $\mathbf{T}(y, \theta_0)$ and its NSE.
  The proposed statistic is given by:
  \[
  \mathbf{T}(\mathbf{d}, \theta_0) = \int (\mathbf{\beta} - \mathbf{\bar{\beta}}) \mathcal{C}_{\psi\theta} \left(\mathbf{\theta}_0, (\mathbf{\beta} - \mathbf{\bar{\beta}}) \mathbf{p}(\mathbf{d}|\theta) d\theta
  \right.
  \]
  \[
  = \text{tr} \left[\mathcal{C}_{\psi\theta} \left(\mathbf{\theta}_0\right) \mathbf{E} \left[(\mathbf{\beta} - \mathbf{\bar{\beta}}) (\mathbf{\beta} - \mathbf{\bar{\beta}})' | \mathbf{y}\right]\right],
  \]
  where $\mathbf{d} = [d_t]_{t=1}^T$, $\mathbf{\bar{\theta}}_0 = (0, \mathbf{\bar{\psi}}_0)$, $\mathbf{\bar{\psi}}_0$ is the posterior mean of $\psi$ under $H_0$, $\mathbf{\bar{\beta}}$ is the posterior mean of $\beta$ under $H_1$, and
  \[
  \mathcal{C}_{\psi\theta} \left(\mathbf{\theta}_0\right) = \left[\frac{\partial \log p(\mathbf{d}, \theta)}{\partial \theta} \frac{\partial \log p(\mathbf{d}, \theta)}{\partial \theta}' \right]_{\theta = \mathbf{\theta}_0},
  \]
  According to Remark 3.4, the partial derivative of log-likelihood function with respect to $\theta$ can be approximated based on the $\psi$-function. That is, $s_0(\mathbf{\theta}_0) \approx \frac{1}{G} \sum_{g=1}^G \left[\frac{1}{2} \frac{X^T (\bar{y}^{(g)} - \bar{\alpha} 0)}{0 0 0 0 1}\right]$.

- The estimator of the BF.
  Let $\log p(\mathbf{d}|M_0)$ and $\log p(\mathbf{d}|M_1)$ be the marginal likelihood under $H_0$ and $H_1$ respectively. Hence,
  $\log \text{BF}_{01} = \log p(\mathbf{d}|M_0) - \log p(\mathbf{d}|M_0)$.
  The marginal likelihood under $H_1$ is
  $\log p(\mathbf{d}|M_1) = \log p(\mathbf{d}|\mathbf{\bar{\theta}}) + \log p(\mathbf{\bar{d}} | \mathbf{\bar{y}}) - \log p(\mathbf{\bar{d}} | \mathbf{\bar{y}})$.
  where $\log p(\mathbf{\bar{d}} | \mathbf{\bar{y}})$ is the prior density function evaluated at $\mathbf{\bar{d}}$, $p(\mathbf{\bar{d}} | \mathbf{\bar{y}})$ is the posterior density function evaluated at $\mathbf{\bar{d}}$. The marginal likelihood under $H_0$ is
  $\log p(\mathbf{d}|M_0) = \log p(\mathbf{d}|\mathbf{\bar{d}}) + \log p(\mathbf{\bar{d}} | \mathbf{\bar{y}}) - \log p(\mathbf{\bar{d}} | \mathbf{\bar{y}}).$
  Following Chib (1995), we can approximate the quantities at the right hand side of the marginal likelihood equations as follows, - We use the auxiliary particle filter method proposed by Pitt and Shephard (1999) to estimate $\log p(\mathbf{y}|\mathbf{\theta})$ and $\log p(\mathbf{y} | \mathbf{\bar{d}})$.
  - The code is provided by Creal (2012).
  - $\log p(\mathbf{d}|M_1)$ and $\log p(\mathbf{d}|M_0)$ are easy to evaluate since the prior distributions are standard statistical distributions.
  - $\log p(\mathbf{d}|M_0)$ and $\log p(\mathbf{d}|M_1)$ can be estimated via the approach of Chib (1995).

Hence,
\[
\partial \mathbf{T}(\mathbf{d}, \theta_0) = \text{vec}(p_{\mathbf{d}})' \left[\left(H_{\mathbf{\bar{h}}_1} \otimes I_p + H_{\mathbf{\bar{h}}_2} \otimes I_p\right) \frac{\partial \mathbf{\bar{h}}_1}{\partial \mathbf{\bar{h}}} + \left(I_p \otimes \mathbf{\bar{h}}_1\right) \frac{\partial \mathbf{\bar{h}}}{\partial \mathbf{\bar{h}}}\right],
\]
\[
\text{Var} \left(\mathbf{T}(\mathbf{d}, \theta_0)\right) = \frac{\partial \mathbf{T}(\mathbf{y}, \theta_0)}{\partial \mathbf{\bar{h}}} \text{Var} \left(\mathbf{\bar{h}}\right) \left(\frac{\partial \mathbf{T}(\mathbf{y}, \theta_0)}{\partial \mathbf{\bar{h}}}\right)'.
\]
\[
\text{Var}(\mathbf{\bar{h}}) = \frac{1}{G} \left[\Omega_0 + \sum_{k=1}^q \left(1 - \frac{k}{q+1}\right) (\Omega_k + \Omega_q)\right],
\]
\[
\Omega_k = G^{-1} \sum_{g=1}^G \left(\mathbf{h}^{(g)} - \mathbf{\bar{h}}\right) \left(\mathbf{h}^{(g)} - \mathbf{\bar{h}}\right)'.
\]


