
ECON207 Session 9: Review Exercises

Question 1 It is shown in Session 9 slides that the variance-covariance matrices of the OLS
and GLS estimators for the linear regression model

𝑦 = 𝑋𝛽 + 𝜖 , 𝐸(𝜖 ∣ 𝑋) = 0 , 𝑉 𝑎𝑟(𝜖 ∣ 𝑋) = 𝜎2Ω

are

Var( ̂𝛽𝑜𝑙𝑠 ∣ 𝑋) = 𝜎2(𝑋T𝑋)−1𝑋TΩ𝑋(𝑋T𝑋)−1 and Var( ̂𝛽𝑔𝑙𝑠 ∣ 𝑋) = 𝜎2(𝑋TΩ−1𝑋)−1

respectively. Show that
Var( ̂𝛽𝑜𝑙𝑠 ∣ 𝑋) − Var( ̂𝛽𝑔𝑙𝑠 ∣ 𝑋)

is positive-definite by showing that

Var( ̂𝛽𝑜𝑙𝑠 ∣ 𝑋) − Var( ̂𝛽𝑔𝑙𝑠 ∣ 𝑋) = 𝜎2𝐴Ω𝐴T (1)

where 𝐴 = (𝑋T𝑋)−1𝑋T − (𝑋TΩ−1𝑋)−1𝑋TΩ−1.

Remarks:

• Simply multiply out 𝐴Ω𝐴T to obtain the left-hand side of (1).

• Positive semi-definiteness follows because we can write Ω = (𝑃 −1)(𝑃 T)−1, so

𝐴Ω𝐴T = 𝐴(𝑃 −1)(𝑃 T)−1𝐴T = 𝐴(𝑃 −1)(𝑃 −1)T𝐴T

and so 𝑐T𝐴(𝑃 −1)(𝑃 −1)T𝐴T𝑐 is a sum of squared terms which cannot be negative.
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