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10. A Formula for the Inverse

In this chapter, we develop a formula for the inverse of an (nxn) matrix, based on cofactors. We will not be using this
formula for computing inverses — for that the elementary row operations approach is the most efficient. The objective

in studying the formula for the inverse is, for us, to understand where Cramer’s Rule comes from.

Recall that the (7, j)th “minor” of an (nxnr) matrix A is the determinant of the (n —1) x (n —1) matrix after removing
the i throw and jth column of A. We will sometimes refer to this as the minor associated with the (7, j) th element
of A. The (i,/)th times (—1)'*/ gives us the (i, j/)th “cofactor” of A, or the cofactor associated with the (i, j)th

element of A .
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For example, let A =
1 2 9 10
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X 5 6 7 The (2,1)th minoris M,, = [2 9 10|.
A - X X X 8 2 1
X 2 9 10 56 7
X 8 2 1 The (2,1) th cofactoris C,; = (-1)*"1[2 9 10].
8 2 1
3.5 7
35 K 7 The (3,3) thminoris My; =[5 4 3.
5 4 3 2 8 1
i\ X
Y X )t 3.5 7
2 8 X 1 The (3,3) th cofactoris Cy; = (-1)*|5 4 3.
2 8 1
5 4
The (1,4)th minoris M, = |1 2
2 8
A =

D = b B

o N A

The (1,4) cofactoris Cjy = (—1)1+4
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We can collect all the cofactors of a matrix -- one cofactor for each element of the matrix — into a single cofactor matrix.

For example, the cofactor matrix of A, denoted C(A), is the (4 x4) matrix

Ci Gy Gz Cy My My My My
CA) = G Gy G Gy _ My My My My,
G G Gy Gy My Mz, My —My,
1Ca1 Cpp Cyz Cyy My My Mz My,
14 7 3 57 3 5 4 3 5 4 7| ]
2 9 10| -1 9 10 1 2 10, -1 2 9
8 2 1 2 2 1 2 8 1 2 8 2
56 7 36 7 35 7 3 56
-12 9 10 1 9 10 -1 2 10 1 29
8 2 1 2 2 1 2 8 1 2 8 2
- 56 7 36 7 35 7 35 6
4 7 3 -5 7 3 5 43 -5 4 7
8 2 1 2 2 1 2 8 1 2 8 2
56 7 36 7 3 57 3 56
-4 7 3 57 3 -5 4 3 5 4 7
i 2 9 10 1 9 10 1 2 10 1 29 |
Exercise
31 2
1. Compute the cofactor matrix of the matrix A = |5 2 0
4 6 9
2. Compute the cofactor matrix of the matrix
(3 1 2 4 2]
5 2 0 9 5
A=4 6 9 0 8],
10 -3 2 -7 1
0 2 4 1 11]

leaving each element as a determinant of a (4 x4) matrix — don’t compute them!
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A Property of Cofactors

Recall the Laplace expansion for the determinant of a matrix:

|A| = zl'_lzlaijCij for any column

where we have given only the expansion along a column (all of the following statements works if we replace ‘column’
by ‘row). That is, the determinant can be computed as the sum of the product of the cofactors of a column with the
corresponding elements of that column. What happens if we were to take the sum of the product of the cofactors of a
column with the corresponding elements of a different column? To take a specific example, consider a (4x4) matrix

A and its corresponding cofactor matrix C(A), and take an expansion along the second column

a2 43 A4 G |G| Gy Gy

A |91 T2 @3 ax C(A) = Gy |G| Coz Cyy
- , -

a3 (43| Q33 434 Gy |G| Gz Gy

ay) |Ag| a3 auy Cy1 |Can| Cuz Cyy

The expansion a;,C|, +ay,Cyy + a3,C3y + a4, Cyy gives the determinant of A . What happens if we take, for example,

the sum of the column 2 cofactors multiplied by the column 1 elements:
a1Cp + ayCpy +a31Cyp +ag1Cyp ?

To answer this question, take the following matrix A and the corresponding cofactor matrix

al 1 a] 1 6113 a14 Cl 1 C12 C13 Cl4
~ a a a a ~ Co |Cx2| C23 Coa
A = %2 (921 93 dn and C(A) = | - - - -

asy |43 a33 Ay Cs1 |C3| C33 C4

g |41 Q43 Ay Cq1 |Ca2| Ca3 Cus

and make the following observations:
(1) the determinant of A can be computed as
|K| = a11(~712 +a21(~fzz +a31632 +a41(~f42,
where we have expanded along the second column;
(1) the cofactors associated with the second column of A are identical to the cofactors associated with the second

column of A: Cj, =Ci12, Cy; =Cn2, G355 =C32, Cy =Ca2, since the second column is removed when

computing these cofactors. Therefore | A | = a11C1a + a5 Cyy +a31Csn +a41Cyy
(ii1)) The determinant of A is zero, because it has two identical rows.
Therefore
a1Cy + a3 Cpp +a31C3p +a41Cyy = 0.

In general

The sum of the product of the cofactors of one column and the elements of another column is zero.
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Exercises

1. (a)  Write down the three cofactors Cj3, C,3, and (33 corresponding to the three elements in the third

column of the matrix
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and compute the determinant of A by expanding down the third column.

(b) Now find the sum of the products of the same three cofactors and the corresponding elements of a

different column, e.g., compute

and 1C)3 +2Cy3 +6Cs3

2. For the matrix

a b
A= ,
- o

write down the cofactors C,; and C,, corresponding to the elements of the second row. Find
CC21 +dC22 and aCZl +bC22 .

A Formula for the Inverse, and Cramer’s Rule

The results from the preceding section can be used to develop a formula for the inverse. Suppose we premultiply A by

the transpose of the cofactor matrix of A . What we get is

Ci Cu Gy Cy ||ay |ap| a5 ay Al 0 0 0
CTA)A = Co Con Gy Caf|lan |an| a3 ay| _ | 0 [[A] 0 0

C3 Cyp3 Cy3 Cyz || 91 (932 d33 A3y 0 0 J|A] O

Ciys Cyy Gy Cyy |91 |942] 43 dyq 0 0 0 JA]

Each diagonal element in the right-most matrix is the sum of the product of the cofactors of a column of A and the
elements of that column, and is therefore equal to the determinant. One example is marked out. (To reiterate: the cofactor
matrix here has been transposed.) The other elements are the sum of the product of the cofactors of a column of A and
the elements of a different column of A, therefore is zero. Multiplying both sides by the reciprocal of the determinant,
we get

LCT(A)A =1
|A|

and therefore:
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Cll C21 C31 C41

Al = LTy - 1 |Gy G Gy Cp
[A| [A[| Gz Gy Gz Cy3
Gy Gy Gy Cy

The transpose of the cofactor matrix is called the adjoint of A, adj(A) so the formula for the inverse is often written

as

1
AT = ——adj(A),
Al

which is called the adjoint formula for the inverse.

Now we prove Cramer’s Rule. Take the general n equations in #» unknowns system of simultaneous equations.
anx + a1pXy +...+ ayX, = bl

ar1 X + ayr Xy +...+Cl2nxn sz

X +a,%x, +...+a,,x, =b,

and write it as Ax = b
where
a1 a2 iy X by
A= a1 a?z o X = 2 _and b= b:z
anl 9p2 Dun Xn bn

X Ch Gy - Cy
X Cyp, Cypy - C
A p = 1 | 12 Cx» : n2|
: | Al L
Xn Cln CZn Cnn

Take as a specific example the solution for x,. We have

_bCy+b,Cn +---+5,Cpp
|A|

29)

Finally, observe that the numerator of this expression is the determinant of the matrix

a; b i
a b a

Ay(b)= 21 2 2n
a b a

(recall again that in computing the cofactors of the column, that column is deleted.)
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This same argument holds for any x; , therefore we get Cramer’s Rule:

_1AD)|

X; Al ,i=1,...,n

In other words, solving a system by Cramer’s Rule is exactly equivalent to solving the system by using the inverse.

Cramer’s Rule is simply a shortcut for implementing the inverse matrix approach.

Exercises
1. Under what condition will a system of n equations in » unknowns have a unique solution?

2.  Earlier you computed the cofactor matrix and determinant of the matrix

31 2
A=1|5 2 0].
4 6 9
Use the adjoint formula to compute the inverse of A . Verify your answer by computing the product AlA.

3. Use the adjoint formula to compute the inverse of the matrix

A{j Z]

4. Find the inverse of matrix

S O O N
S O w O
S O © O
wn O O O

Can you generalize to arbitrary diagonal matrices of dimension (nxn) ?
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